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A Sub-100um-range-resolution Time-of-Flight
Range Image Sensor with 3-tap Lock-in Pixels,
Non-overlapping Gate Clock, and Reference Plane

Sampling

Keita Yasutomi,Member, IEEE Yushi Okura, Keiichiro Kagawaylember, IEEE
and Shoji KawahitoFellow, IEEE

Abstract—This study aims to propose a time-of-flight (TOF) limits the head size of the scanners and causes occlusion.
range imager with high range resolution in the sub-100um  On the contrary, time-of-flight (TOF) range image sensors are
range. The range imager employs a TOF measurement technique becoming quite popular in 3D acquisition cameras [3]-[8].
that uses an impulse photocurrent response and a 3-tap lock-in . . . . -
pixel based on lateral electric field modulation. To reduce the Slnce the TOF range Ima_lglng does_not require the base-line,
clock skew of the gating clocks, a column-parallel digital delay- it €énables coaxial scanning, occlusionless 3D measurement,
locked loop (DLL) with a dual clock tree is implemented with a and miniaturized 3D scanning systems.
short calibration time of approximately 42 uis. A non-overlapping  So far, various indirect TOF range imagers have been
gate clock generation included in the skew calibration circuit presented [9]-[18]. They use a pulsed or sinusoidal modulation

effectively suppresses photogenerated-charge partitioning for re- . . .
duced nonlinearity for distance measurements. Reference plane as light source, and the reflected light is demodulated by

sampling (RPS) is proposed to reduce low-frequency jitter that @ lock-in pixel. Their target applications are mainly gesture
limits range resolution in the light-pulse trigger. In this technique, or object recognition where resolutions of a few millimeter

a reference pixel array is embedded in the same focal plane range are required. However, in 3D scanner applications such

of the main pixel array to sample and cancel correlated jitter 55 reverse designs and reverse engineering, sub-millimeter or
in the light trigger. The prototype range imager with 192 x 4 bett lution is st v desired
effective pixels is implemented in a 0.1Adm CMOS image sensor etier range resolution Is strongly desired.

technology. Using the RPS, a range resolution of 64m,,s has Frequency modulation (FM) TOF range imaging [19], [20]
been achieved, corresponding to a 430-fs time resolution with a is one of the important technologies for TOF-based 3D scan-

25-mm range. The range resolution has a large column-to-column ners. The optical frequency of the light source is modulated
deviation due.to the jitter |nguced by the column-parallel gating using a tunable laser, and a coherent receiver is used to
buffers. In noisy columns, jitter that acts as random telegraph detect th flected I',ht d th f liaht. Alth h
noise (RTN) is observed. etect the reflected light and the reference light. oug
they offer a high range resolution, the detector with an optical

. o . ; A combiner is limited to a single or a few pixels because
ing, skew calibration, high range resolution, lateral electric field fi i d d circui h .
modulator, lock-in pixel, non-overlapping gate clock, DLL-based 0. its cpmp Icate structure an. CerUI.tI’y t _at requires two-
skew calibration, photogenerated charge partitioning, reference dimensional mechanical scanning. It is difficult to enhance
plane sampling. the speed of 3D scanning because of the difficulty associated
with realizing high-speed mechanical scanners.

For better range resolutions in the lock-in pixel-based TOF
_ ) ) ) range imaging, the authors have proposed an indirect TOF
~ Three-dimensional (3D) scanning systems are widely usgtbasuring technique that employs an impulse photocurrent
in industrial applications, such as dimensional inspection apgkponse [21], [22]. It realizes sub-millimeter range resolutions
3D copying in combination with 3D printers for reverse degsing a short-pulse laser and photocurrent response of the
signs and reverse engineering. The active tnangglaﬂon mthﬂgh-speed lock-in pixel based on draining-only modulation
is currently a common technology that offers high precisiofibom) [23], [24]. Additionally, column-parallel skew cal-
in contactless 3D scanners [1], [2]. The method, howevekation is implemented [25], [26], which is essential for
requires a long base-line between the camera and the lighyltaneous distance measurements for an entire pixel array
source to maintain a high range resolution. The base-lij}ethe proposed TOF method. As a result, 3D imaging with a

This study is partly supported by the following: (1) JSPS KAKENHSUb-millimeter range_reso!ution of (_).25 mm is demonstrated
Grant Numbers JP15H05524, JP18H05240, JP19H02194, (2) the Centefarf 132 x 120 effective pixels. To improve the range reso-
Innovation Program from Japan Science and Technology Agency, JST, Kéhon' an |ncrease Of Slgnal electrons |S genera”y effec“ve
Regional-Innovation Ecosystem Program of MEXT, (4) VLSI Design and . h Ut in th
Education Center (VDEC), the University of Tokyo in collaboration witdN TO'_: .range |mager_s. _quever' the range reso u.t.'on in the
Cadence Design Systems, Inc., and Mentor Graphics, Inc.. sub-millimeter range is limited by a low-frequency jitter [26]

K. Yasutomi, Y. Okura, K. Kagawa, and S.Kawahito are with the Rep the [ight trigger; the increase of signal electrons by an
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To address these issues, this study presents a high-range res- - 1 Frame >
olution TOF range imager with a 3-tap lock-in pixel and non- JYSTU [EvE v Y R —
overlapping gate clock [27]. The 3-tap lock-in pixel based on A PR etd IR Fiod RO |45

a lateral electric field modulator (LEFM) [14], [28]-[33] en-
hances the utilization efficiency of the received light, resulting N il ‘
in high sensitivity. Using the 3-tap lock-in pixel, a fluctuation  (asen o LI g

time
»
-

g i

/

\
in the amplltude of the Ilght pulse d_oes not affect .the dlstanceeeﬁ;ehvted _A Q _A " _A .
calculation, thereby leading to an improvement in the range 3 g 5
resolution. To suppress the low-frequency jitter in the light pno §§§“1 ”2§\ ) e
trigger, we have developed a novel technigue using referencé" ™" ? § g ? S
plane sampling (RPS) with a refe.ren.ce pixel array embe(_jded WLy smalal e
in the same focal plane of the main pixel array. This technique o |t > |t oae >
improves the range resolution significantly. Additionally, range (@) Modulation w/ 1-tap lock-in pixel (Conventional)
resolution using impulse photocurrent response is theoretically 1 Erame
analyzed, and its effectiveness is discussed with experimental =
results. This modeling aims to c]arify the current issues_ of ﬁ\fvcl“;”wghij\g (T%ijda
range resolution toward further improved range resolution. \
For short calibration times, background skew calibration is Emmedngmg}\ A L time
implemented using a column-parallel digital delay-locked loop (Laser) L §9
(DLL) and a dual clock tree structure [34]. In this study, the Reﬁ;eﬁted _A A 6
skew calibration is applied to the 3-tap lock-in pixel. In the e <300ps :
implementation, a non-overlapping clock generation for gate R &gmg
driving is a key point toward reducing photogenerated-charge T —
partitioning. TW1__ e §e--§

The remainder of this paper is organized as follows. Sec- w2 %=
tion Il describes the indirect TOF measuring technique with ™ws—— §ofT 1
impulse photocurrent response and the 3-tap lock-in pixel D Accumulation phase > Readout
with LEFM. Section Il presents the sensor architecture, pixel 3 Tcycle phase
circuit, skew calibration circuitry, non-overlapping gate clock (b) Modulation w/ 3-tap lock-in pixel (This work)

genera_tor, and the RPS. S_eCtlon IV describes the 'mplgg']. 1. Indirect TOF measurement technique based on the impulse photocur-
mentation of a prototype chip and the measurement seteyt response (a) using a single-tap lock-in pixel and (b) using a 3-tap lock-in

Experimental results of the prototype are discussed in Sectigf¢!-
V while conclusions are presented in Section VI.

II. TOF MEASUREMENT WITH 3-TAP L OCK-IN PIXEL fluctuation in the .amplitude of the Ii_ght_pulse does_not affect
_ the TOF calculation, thereby contributing toward improving
A. TOF Measurement with impluse photocurrent response o range resolution.

Figs.1(a) and 1(b) show the TOF measurement methodsBy using the TOF measurement with the impulse pho-
with the impulse photocurrent response [22] using a singlcurrent response, the measurable range is limited to several
tap and a 3-tap lock-in pixel, respectively. Instead of usingentimeters [22], [26]. However, the limited measurable range
the squared or sinusoidal modulated light source adopted ¢gn be expanded by using a range-shift technique in pulse-
conventional methods, a short-pulse laser with a pulse widthsed TOF measurements [29], [35]. In the technique, the
of about a hundred picoseconds is used as the light sourceneasurable range is shifted by controlling a trigger of light
obtain high range resolution. The time-of-flight is calculatesource, and the measurable range can be expanded by using
from the outputs of the three-phase time-gated signal, whemeiltiple frames. A proof of this concept, however, is beyond
the TW1 and TW2 capture both the light pulse and backgrouttte scope of this paper.
light, and the TW3 captures only the background light.

To use the single-tap lock-in pixel, one frame is divided intg_ 3-tap LEFM with drain

three sub-frames to capture three time-gated signals with threq_he 3-tap lock-in pixel with a draining structure is imple-

different-phase time-windows (TWSs). In each sub-frame, onl . X
a one-phase signal is acquired while the others are drained _nted by the LEFM .[14]’ [28]_[33.] for the high-resolution
F range imager. Fig. 2 shows its structure [27] and the

As a result, only one-third of the received light contributes to . . S .
calculation of the TOF while the rest are discarded. In the 3_t§i5nulat|on results Of_ pot_entlal dlstnbutlon_. F'g.‘ 3 shows a
lock-in pixel, different three-phase signals are simultaneous;%mmated 3D potential diagram. The device simulations are
acquired in a single accumulation cycle. The received light ne by SPECTRA [36]. Four sets of gates (G1, G2, G3,

two TWs (TW1 and TW2) contributes to the TOF calculationand GD) formed along a pinnned photodiode (PPD) create

and therefore, the efficiency of light utilization is three timeé latera| electric field in the channel region. The gates are

higher than that of the single-tap lock-in pixel. Additionally, 4'°t US€d for transferring signal electrons through the gate
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FD2.------( 1D potential distribution (A-A’) )
AN A-A’ Distance (um)
4 1.0 20 3.0 40 5

B’ Drain2

but are used instead for controlling the channel potential by .fp1
the fringing electric field from the gates. Since there are no [
transfer gates in the channel, high-speed charge modulation
can be realized, which is similar to 1-tap LEFM or draining- g
only modulator (DOM) [22], [24], [26]. To avoid unwanted
charge accumulation during a readout period, a photogeneratég
charge under the modulation gates are drained out into Drain2

.0

[ 61:20v
| 62,636D: 1.0v

Drain2
Potential(V)

Ape‘;‘ture i

G2: 2.0V
G1,G3,GD: -1.0V

formed beside the modulation gates. TW1, TW2, and TW3§ FD1 FD2

are assigned to G1, G2, and G3, respectively. The draining DrainZ  Drain rﬁenﬁa. distribution (Top view) —

gate (GD) is set to high during readout of the three outputs.g < a2pm > 00 1§ Coordinate um)
The simulation results in Fig. 2 show one-dimentional: — NN

potential distribution on two directions: A-A' (upper right) and| '° Potential distribution (-8

B-B’ (lower left), and two-dimentional potential distribution of 0.5B'B1.(? 'Stfl.gce g:)m) 25 || E30

top view (lower right), where G1 is high (2V) and the othel Channel Y

gates are low (-1V). For the A-A direction, another condition o sesmvlss 520

(G2=high, and the other gates=low) is also shown. For thg§ 8

direction of FD1 to FD2 (A-A), a smooth potential curve is|& 10 e

created, leading to high-speed chage modulation. For the B: >

B’ direction, a potential barrier of~85mV is created from | ../ 62,63,6D:-1.0v raind | L I llif—

the channel to the G1 gate, which is due to the application of J\__P1P2PS: Initial position of electron )

the medium voltage (2V) to the G1 gate. Th_eref_ore’ a Slgnl‘—:’}&. 2. 3-tap LEFM with drain and simulation results of its potential
loss due to leakage from the channel to Drain2 is suppresseftioution (Basically, Gl=high, G2, G3, GD=low). (Upper right): A-A
to be small. The dashed line in the two-dimentional potentiggtential distribution. (Lower left): B-B" potential distribution. (Lower right):
distribution shows an aperture of the LEFM unit. The fill facto OF;e\rg't?;\l’ ;;tﬂzﬁ?gflsgfx;bggOgbemfedgstr;?L'g‘,f“/;nu;ﬁ? two-dimentional
of the LEFM unit is 47%. At the lower right of Fig. 2, P1,
P2, P3 and the black thick lines shows initial positions and
trajectories of electron, respectively. The fringing field of G1
attracts photoelectrons generated in the aperture region to be
transferred to FD1.

Fig. 4 shows a simulation result of photocurrent response
(G1=high, G2, G3, GD=low). The light pulse is set to a width
of 80 ps and photogenerated-currents are monitored at FD1,
FD2, FD3, and Drain2. The high-speed photocurrent response
is obtained because of the high electric field in the channel (A-
A direction in Fig. 2). The unwanted photocurrents flowing
into FD2 and FD3 are negligibly small. The current of Drain2
corresponds to the leakage. The signal loss due to the leakage
is only 4% of the photogenerated current monitered at FD1.
The Drain2 current is observed mainly when the light is on.
When the aperture size is set to 26%, the Drain2 current is
reduced to approximately 2%. Therefore, a part of the Drain2
current directly flows from the bulk toward the Drain2 due
to the wide aperture setting. The internal quantum efficiency
estimated from the simulation result in Fig.4 is 60% at 473
nm in which the signal loss due to the leakage is taken into FD
account. The internal QEs for the other wavelength of 550 nm
and 650 nm are simulated to be 58% and 52%, respectively.

Potential

|
g
WII[‘:’%%W ‘
gttt
vl
\ W‘g‘u: il

C. Distance calculation and its resolution

Assuming a Gaussian function for the photocurrent re-
sponse, the distance calculated by the time-of-flight (D Fig-3. A simulated 3D potential diagram of 3-tap LEFM when G1=high (2.0
; . ; V), and G2, G3, GD=low (-1.0 V).
is derived as follows (See Appendix),

Dt = =(V2rTX +Tops) o .
2 minimum distance of the measurable range, &nd a signal

where c is the speed of light, is the intrinsic response time
of the photocurrent],;, is a time offset that determines the
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80Ds where Dy ax(= §v277) corresponds to the _measurable
Light pulse range,N is a dark noise in electrons, aid,,,(= Ny + N»)
is effective signal electrons used in the range calculation. In
10 o o1 (3), the background light component is assumed to be zero,
%go'g “ED2 i.e., N3 = 0. According to this equation, the range resolution
g% 0.6 x E?a’o‘mz is proportional to the photocurrent responsg &nd inversely
g g 04 ». proportional to square root of the acquired signal electrons
o o e g . . . . . .
igo'z RO — oo, (Nsm)- The validity of this equation is discussed in Section
0.0 i SiSnmn \V-B
0 100 200 300 400 '
Time (ps)

Fig. 4. A transient simulation result on the photocurrent response. A pulsed lIl. SENSORARCHITECTURE
light with 80 ps width is incident to the aperture area, and the currents at FBs Comprehensive architecture

and Drain2 are monitored. . .
Fig. 5 shows the proposed sensor architecture. A part of the

pixel array is implemented as reference pixel array used for

the RPS. In addition to the pixel array and readout circuits, this

sensor has column-parallel skew calibration circuits to reduce
X = Ny — N3 ) column-wise skew. An input clock, G, is distributed to

Ny + Ny —2N3 each column via an inverter tree (CKREE1)while the gating
where Ny, N,, and N3 are signal electrons stored in theclocks (G1, G2, G3, and GD) are produced and driven by a
floating diffusions (FDs) by the gating clocks of G1, G2, an@lock generator and driver in each column. The propagation
G3, respectively. of the gating clocks in different paths causes different delays
Ideally, the measurable range is determinedyi®rr be- from column to column, corresponding to the skeMZj,s,. In
cause X takes a value from O to 1. Since the calculateparticular, the skew generated at the modulation clock driver is
distance given by (1) is shifted by changing fAg, the T, dominant because of its large load capacitance of pixel gates.
for all pixels must be identical. In reality, however, thgs, is To reduce the column-wise skew, the skew calibration circuit
different from pixel to pixel due to a clock skew in the gatingpased on digital DLL detects and controls the size of delay at
clocks, AT, ;.. If the skew of a particular pixel is greatereach column so as to minimize the skew.
than the measurable range, the pixel does not respond to thEolding integration/cyclic ADCs [37] are used in this sensor
light pulse, and therefore the time-of-flight is not able to bfor readout circuits. Since the pixel pitch of 22.4n is four
measured or the measurable range is unacceptably small. Akngs larger than the ADC pitch of 5/am, each pixel column
result, simultaneous TOF measurement for all pixels will faihas four folding integration/cyclic ADCs. The 3-tap outputs
In the previous design [26], the measurable range is aroundf8@m a pixel column are connected to every four ADCs and
mm, corresponding to 200 ps, while the skew of 85Q_gs are converted to digital codes in parallel. One out of every four
is observed before the skew calibration. For this reason, dWPCs is unused and grounded. This is because an intellectual
chip skew calibration is indispensable for the proposed Ta@Foperty (IP) core of column ADC with 5.6m pitch, and the
method. pixel size is 22.4m (H) x 67.2um (V).
Even after the skew calibration, a small amount of skew

(around 10 ps,s) still remains [26]. The residual skew causeg. Pixel schematic

a variation of distance offsets corresponding to a distance fixed].he pixel schematic and the simplified layout is shown in

pattern noise (FPN). In addition, many other factors includirﬁg_ 6(a) and 6(b), respectively. The pixel consists of the 3-tap

_the variations of RC of the clock Imes,_ variations of th EFM detectors, reset transistors (RTS), row select transistors
impulse response of the LEFMs and the different path lengt Ls), and source follower transistors (SFs). The FD of each

on the optics determines the distance errors (distance F is connected to the SF for reading the signal, and a MOS
distance non-uniformity, distance non-linearity). The skewcsa acitor to enhance its handling capacity. In th’e schematic
due to these factors are also large and dominate the dist LEFM gates (G1-G3, and GD) are expressed as virtual’

errors, but these corresponding skews are not as Iarges@\‘ﬁ‘tches (SWs) that enable complete charge transfer from the

those of column drivers and do not have to be calibrat%s to FDs. The signal change at the FD is read out with an
in on-chip skew-calibration circuits. Therefore, in this papeg - amplifier. to the column-parallel ADC

the calibration for reducing these distance errors are doneAS shown in Fig. 6(b), the LEFM array is a set okB

by an off-chip correction. This off-chip correction is C‘."‘rrieq_EFMs, and it is surrounded by a p+ substrate ring that con-
out during the non-linearity (:_allbratlon fo_r each pixel in th(?‘1ected to the ground. The substrate ring isolates LEFM arrays
d|s_|Ez;nce measure:nsnt c(ljesf_cnbded n tSecéuor(; \éB . . and supplies holes into the LEFM gates and the PPD. Four

€ range resoiution detined as standar ewgmyms .of the LEFM array (i.e. 60 LEFMs in total) are implemented
palculated by error propagation (See the Appendix), resultlﬂgthe pixel. The LEFM gates and FDs of adjacent LEFMs
n ) ) are unified to maintain the fill factor. Each LEFM unit has
Dirax X(1-X)+ 2Nx (3X(X—1)+2}| (3 amicrolens. The fill factor at the pixel level is calculated to

Ngp, Ngm, 33% where the microlens is not taken into account.

charge ratio defined by

oh =
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Fig. 5. The proposed sensor architecture with column-parallel skew calibra- VA ) B AP B 25 51 ZLCP B 25 Iz ZACP 2
tion and a reference pixel array for the RPS.The 3-tap outputs from a pixel [|: | i | |
column are connected to every four ADCs. One out of every four ADCs is \ A
unused and grounded. v Readout cct. p+ substrate ring

(b) Simplified pixel layout.
Fig. 6. Pixel schematic and simplified layout. The LEFM gates (G1-G3, and
As shown in Fig. 1(b), the readout phase begins after tk®) are expressed as virtual switches. 60 LEFMs are implemented in the
accumulation phase. The SLs are first asserted and the Sigﬂiﬁl' In the layout, the LEFM gates and FDs of adjacent LEFMs are unified.
levels of each FD are then read out. After the FDs are reset
by the RTs, the reset levels are read out. Since these signal
and reset levels are serially digitized, the differences betweleand calibration [26], the self-calibration is completed within

the two levels are taken at the column logic. a very short time of 42s.
In the proposed circuit, two clock-tree outputs (CKRREE1

andCK_TREE2)are used to distribute the main clock and the
) ) o reference clock, (Gigr). The mismatch between CKREE1

The proposed skew calibration circuit for the 3-tap lock-il,yck TREE?is related to a systematic offset of G1(i) and
pixel is shown in Fig. 7. The phase diagram and timing Cha(F;thEp ‘at the BPD inputs, but the mismatch is no problem
of thg s_kew calibratio_n circuit is shown in Fig. 8. A_ digitalyecause it can be compensated by the delay setting in the
DLL is implemented in a column for an all-electronic skeWgterence column that can be controlled by external inputs.
calibration [34]. To employ the skew calibration technique t9y;g additional delay setting for the reference column can be
3-tap lock-in pixels, the falling edge of G1 is chosen for thg,serteq before the first calibration. As described in [34], the
cal|brat_|on as shown in Fig. 8. This is bec_ause the falling ed%sign of CK TREEZ2is key toward effective skew calibration,
determines the end of charge accumulation. because the skew induced by CKREE2remains after skew

The digital DLL comprises a bang-bang phase detectgyipration. The layout is carefully designed such as symmetry
(BPD) and two-stage delay lines with up/down countelgayeen the columns and the separation of the power line from
(CNTs). A pattern generator (PG) produces the gating clockfe gther blocks. The circuit design of two-stage delay lines
G1(i), G2(i), G3(i), and GD(i) in the i-th column. Apart fromonq g SR-latch based BPD is identical to the one proposed
the main columns, an additional column is implemented with 1347
almost identical design to the main columns. The referenceaq shown in Fig. 8, the skew calibration is carried out only
clock, GJREF produced_ by the reference column is distributeg,.c after turning power on, and then the image capture be-
to the main columns via a clock tree (CKREE2).The BPD  ging Then, the accumulation and readout phases are repeated.
detects the phase difference between the G1() andi&1and  First the CNTs of the first and second stages are initialized
the result (i.e., up and down signals) are counted by the CN{[§ng RT CNT. Coarse calibration is then performed when
only when the enable signals (EN1 and EN2) are assertgqy1 js asserted. Thereafter, EN2 becomes high and fine
As a result, the delay of each column is adjusted so that B&ipration is carried out. The pulse widths of EN1 and EN2
skews between the main columns are minimized. Unlike the, <ot 1o 256 cycles, corresponding to 20s5when the cycle

C. DLL-based skew calibration
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Fig. 7. DLL-based skew calibration circuit with non-overlapping gate clock ; Tcycle § Phase)

generation. Level shifters to high and low levels (LSH and LSL, respecnvely

in the figure) are inserted to meet the working voltage range of the gates for
the 3-tap LEFM. Fig. 8. Phase diagram and timing of the skew calibration circuit. The skew

calibration is carried out only once after turning power on, and then the image
capture begins; the accumulation and read phases are repeated. For the gate
clocks (G1-G3), the non-ove_r!apping timex(bHv ) is introduced to avoid the

time of 80 ns or the repetition frequency of 12.5 MHz is used°i°9enerated-charge partitioning.

The total calibration time including a time margin is 42.

D. Non-overlapping gate clock generation taken into account. The potential distributions simulated by
SPECTRA at the intersection point of G1 and G2 are also
In the 3-tap lock-in pixel, an overlapping time betweeBhown in Fig. 9(b). When ¥ yov is set to 1.5V, the gate
the driving pulses of gates, particularly between G1 amgocks are overlapped, the resulting intersection point is 1.1V.
G2, causes problems due to photogenerated-charge partitigiithe gate voltage, the potential barriers for both G1 and G2
ing. If the driving pulses of G1 and G2 are overlappegyre very small, the photogenerated-charge partitioning occurs.
photogenerated-charges at the overlapping time are transfengchnwhile, when \z nov is set to 0.8V, the non-overlapping
into both FD1 and FD2, corresponding to the photogeneratgfine of 150 ps is observed. At the intersection point of G1 and
charge partitioning. The photogenerated-charge partitioniggp (-0.7V), the potential barriers af300mV are observed
leads to Iarge distortions of the modulation Characteristi%r both G1 and G2. Therefore’ the photogenerated electrons
This issue becomes more critical in short duration light pulsege once stored in the PPD. The stored electrons are then
The overlapping occurs not only from the delay mismatdfansferred to FD2 when G2 becomes high. Since a signal
between the gate drivers but also from the finite Settling tin’@fharge per ||ght pu|se Corresponds to a few electrons even
of the falling and rising edges of the gates. at the saturation level, the barrier height is large enough.
To solve the issue, non-overlapping clocks are used {ferefore, the signal loss due to the non-overlapping gate
drive the pulses of G1, G2, G3, and GD. Fig. 9(a) show§ock is expected to be small.
the schematic of non-overlapping gate clock generator and
driver in the column. In this design, the non-overlapping
time is contolled by a reference voltager Wov. The non-
overlapping gate clock is driven by the column driver in whick- Reference Plane Sampling
the fan-out of inverter chain is set to approximately four. The Ideally, the range resolution given by (3) is determined by
size of final buffer is also shown in Fig. 9(a). the photocurrent response and the photon shot noise. In range
Fig. 9(b) shows simulation results of the transient responggsolutions better than sub-millimeter, however, jitters in the
of gate clocks: G1 and G2, where the load capacitance g#ting clock and trigger become dominant. Also, a drift in
LEFM gates and the metal wiring in the pixel column ardelay in the trigger circuit, the laser diode (LD) and the LD
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(a) The non-overlapping gate clock generator and driver. . EEI I |
D 711 iFrrrrrrrryrrri
25 G1 Venov=LSY 7 AAdirection O\ Time-of-flight to Ref. plane t_(in.J5)
S 15 | 77
. E Ref. plane
g 05 5
S E Fig. 10. Concept of the RPS. The laser light is split into the target and the
= -05 G2 FD2 reference plane. The reflected light from the reference plane is incident on the
15 N /  reference pixel array. The reference plane is placed at a fixed known distance
'2'5 _ within the measurable range., »;:the laser module jittero 1, :the delay
' G1 Vrnoy=08V A-A direction O\ controller jitter.or g1 :the trigger generator jitteerc o 1, (¢):the gating clock
< 15 ™. jitter.
Y
g 0.5
S .05 , :
ZEV G2 B 1,2..., Ngg. After the TOF calculations for each pixel, the
15 500 1000 1500 2000 measured time-of-flights of the reference pixels are averaged
Time (ps) to reduce shot noise and jitters at the column of the reference

(b) Simulation results of the non-overlapping clock generator and driver. pixels (ocor(ir)). The distance using the RPS at the pixel

The device simulation results of potential distribution at the intersection\yjth coordinates (i tiof,calc(i, 7), is calculated by
point are also shown. ' ' e

Fig. 9. The non-overlapping gate clock generator and its simulation results.
Nur Nuv

o o 1 o
ttof,calc(lvj) == ttof(zaj) - m Z Z tref(ZR7]R)

driver causes a drift in the distance offset. The drift is observed et 1+t

as a low-frequency jitter, and it has a large influence on the ref ’k""z’g)
measurement on range resolution and 3D capturing of objects.

If the overall jitter denoted byrr;is. as standard deviation wheret., (i, j) andt,.;(ir,jr) are the calculated time-of-

is included in (3), it can be rewritten as flights at the main and reference pixels, respectiv®lyr and
D2 O N2 Ngv are the number of columns and rows used in the TOF

03 = —MAX [X(l - X))+ =L B3X(X -1)+2} calculation of the reference plané..s known is the known
Nom ) sm time-of-flight associated with the distance to the reference

n (g) 0 ister- (4) Plane. As a result, the correlated jitters; s, oprc and

orric are canceled, while the uncorrelated jitteg oy (i)
To suppress the jitter, we have developed the RPS using teenains.

reference pixel array embedded in the same focal plane of the

main TOF pixel array. ~IV. IMPLEMENTATION AND MEASUREMENT SETUP
Fig. 10 shows the concept of the RPS. The laser light IS A TOE range imager is implemented using a 0.11-um

?prh:hlnt;) ]:[vx;ond|rec|t|%ns:_r(:1nerf?lr ﬂt]e dtﬁr?]?frarr‘: t:]hero;hfrn'éMOS image sensor (CIS) technology. The die micrograph
or the relerence plane. The retiected fight o € FETETeNEE shown in Fig. 11 with a chip size of 9.3 7.3 mn?.

plane is inc_ident_on the reference pixel array. The numbgr ?F]e pixel array consists of 256(Hy 8(V) pixels in total,
reference pixels isVy p(H) x Ny (V). The reference plane is, o o ihe effective pixels are 192(H) 4(V) pixels. In the

gfgfec:o?faa tf&e?e']fgrogﬁzg'sgigé egl\/\/l\tglnstrr:*?ezsuﬁu:ﬁgliirrnaen-% fective pixels, 32(H)x4(V) pixels are embedded as reference
flight of th,e Known distancpe y 8|xels. Apart from the effective pixels, there are several other
9 ) parameters for testing the pixels.

The measured,,; of the main pixels contains the time-of- A short-pulse laser (LDB-160 manufactured by Tama Elec-

flight associated with the distance as well as the jitters cause Inc.) is used in the following measurements. The wave-
by the laser module, (g), the delay controller, (g..c), the length and pulse width of the laser is 473 nm and8o

trigger generator, (prs), and the gating clock, (oL (1)), s respectively. The laser light is shaped into a line using

i - 1’(2:”'[;5;135(896 Fig. 10). Addlg(r)]r&ally, th? mgasgre a line generator lens, and the line width corresponds to four
tofiref CO ILM, ODLCs OTRIG ocoLlin) iR = o five pixel rows at a captured image. Since the row-wise
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Fig. 11. Chip photograph. The chip is implemented using a Q&LlEMOS
image sensor (CIS) technology. The chip size is 2.3.3 mn¥.

-

Mirror b

illumination is not uniform, only a single row of pixels is Fig. 12. Measurement setup for the RPS. An emitted light from the laser is
discussed in the experimental results described in Sectionswlit into two directions using a beam splitter (BS). To separate these lights
The laser-emission trigger is produced by the prototype CH&S the target and the reference plane, optical masks (black papers) are used.
while the delay of the trigger is precisely controlled using a
digital delay generator. The repetition frequency of the laser
is set to 12.5 MHz, corresponding to the gate pulse widtfeducing the non-linearity error in the distance calculation.
Tpw, of 26.7 ns. The frame rate of the prototype is 24.6 fpEhe photocurrent response)(with the non-overlapping is
when the accumulation time is set to 40 ms, corresponding&stimated to 96 ps as shown in Fig. 13(b).
a repetition time of 500000. The modulation characteristics are unchanged even when
Fig. 12 shows the measurement setup of the RPS. The la¥exvov Is further reduced from 0.8V because the non-
light is split using a beam splitter (BS), while the lights aréverlapping time is sufficiently large ata/yov=0.8V. When
emitted to the target and the reference plane. To separate Yiievov is set to< 0.7V, the voltage is close to the threshold
lights for the target and the reference plane, optical masy@itage of nMOS transistors in the delay circuit shown in
(black papers) are used. Although dead pixels or an extra afé@-9(a), and the non-overlapping generation circuit doesn't
between the main pixels and the reference pixels are requiké@rk well in some of columns. Therefore,fvov of 0.8V

for the implementation of RPS, the alignment of the optid§ chosen for the following measurements. .
is not difficult. A Stray ||ght in the optics for RPS m|ght Flg 14 shows the measured skew distributions with and

be a design challenge to build a practical implementatiofithout the skew calibration. The skew is extracted from mod-
which is beyond the scope of this paper. In the followinglation characteristics like those shown in Fig.13(b), because
measurements, reference pixe|s of 32(H:|QV) are used for the skew is observed as a shift of the transition of G1 and G2.
the TOF calculation for the reference plane, i¥gr = 32 This measurement is a similar way described in [26]. A large
and Nyr = 1 in (5). As is the case for the main pixelsskew of 530 ps_, or 115 ps., is observed before calibration.
the single row of reference pixels is chosen due to the nohbe skew includes both random and systematic components

uniformity on the row-wise illumination described above. that are attributed to the voltage drop in the power supply
lines and the device mismatches, respectively. After the skew

V. EXPERIMENTAL RESULTS calibration, the skews are reduced to 54_psor 10 pPSms.

. . Despite the calibration time of 42s being much shorter than
A. Suppressp n of photogenerated-charge partitioning a'?ﬂeat of the hand calibration [26], the residual skew after both
skew calibration calibrations are comparable.

Figs. 13(a) and (b) show the modulation characteristics of

t_he gated outputs ({VNQ, anng), Xin (2), and its differen- B. Distance measurement
tial value (dX/dt) without and with the non-overlapping gate ™ . ] ]
clock, respectively. In the measurements, the 3-tapped output§ig- 15 shows the measured distance, non-linearity error,
are measured while changing the delay of the laser triggBRd range resolution as a function of the distance to a white
For with and without the non-overlapping, Moy is set target with and without _the_: RPS. The range reso_lutlon is
to 1.5V and 0.8V, respectively. Without the non-overlapping€fined as standard deviation. In the graph, the pixel with
as shown in Fig.9(a), a large distortion is observed due §§ordinates (61,5) is chosen that has a range resolution close
photogenerated-charge partitioning at the transition from ¢ the median value of the main pixel array. In the distance
to G2. The distance calculation from the characteristic f&lculation, a fifth-order approximation is used to calibrate
difficult. Conversely, with the non-overlapping, the distorfon-linearity due to the impulse response of the LEFM. Since
tion is removed and the transition becomes smooth, therdy Off-chip calibration is carried out for each pixel, the off-
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Fig. 13. Measured modulation characteristics, X and its differential valuegz%é 32009000500, %90090006600%0000?
(dX/dt). (a) without the non-overlapping gate clock {4 ov=1.5V). (b) g&/ - ¢ ‘w/o RPS
with the non-overlapping gate clock f/xov=0.8V). For the modulation & 101~ W/ RPS ‘ ‘ ‘
characteristics, the 3-tapped output is measured while changing the delayaf 135 140 145 150 155 160

the laser trigger. For the differential value (dX/dt), a moving average is applied.
For "with the non-overlapping gate”, the estimated photocurrent response of
7=96 (ps) is also shown.

Distance (mm)

Fig. 15. Measured distance, non-linearity error, and range resolution with and
with the RPS @ pixel coordinates (61,5). The white target is used. The non-
0.3 linearity error is calculated from data averaged by 1000 frames. The range

resolution as standard deviation is calculated by 1000 frames.
0.2 .
o Y TNV L [ ”L . L .
£ 0 baee ' A error should be the same even with the RPS in principle. This
2 v “‘”‘N A LA | LY improvement is because the measured error is as low as the
%-0.1 H ! measurement limit determined by the range resolution. (Note
0.2k ,Nl , that the range resolution without the RPS is determined by
Y. I —w/o calib. [ . . . .
_wicalib. 1/f noise, and therefore averaging using 1000 frames is less
0.3 effective to reduce the random error due to range resolution.)
04 ‘ Fig. 16 shows the dependence of the range resolution on
50 75 100 125 150 175 200 the signal output. The horizontal axis is the sum of the signal

Column outputs equivalent tav,,, in (4). In this measurement, the

Fig. 14. The measured skew with and without calibration. The skew Ys\/hlte target is placed to a fixed distance, and the data are

extracted from modulation characteristics, because the skew is observedaen while changing the emitted laser power with a variable
a shift of the transition of G1 and G2. neutral density (ND) filter. The scatter plot includes 140 pixels

in the effective pixels. The calculated resolutions using (4)
are also shown in the graph. The intrinsic response &
chip calibration is effective for variations on the impulse phaand the readout noise @Y are set to 105 ps, 0.5, and 428
tocurrent responses and modulation clock drivers, and is alsp,,,, respectively, as estimated from the measurements. The
effective for a variation of distance offsets (i.e. the distange used in here is extracted from the distance measurement,
FPN) due to the residual skew. The different path lengths and the value is similar to estimated from the modulation
the optics of the imaging system are also calibrated. The pixeharacteristic (96 ps). In "Calc. w/o dark NoIS&’yitter, and
level calibration is not special for high accuracy measurement, are set to zero. The calculated results With;iszer Of
by using TOF range cameras [7]. The non-linearity errar0 ps and 0.28 ps are also shown as "Calc. w/ dark noise
and range resolution are calculated using 1000 frames. T&€rr ;.. = 0.28ps” and "Calc. w/ dark noise &z jitter =
measurable range that is defined as the difference betwaelps”, respectively.
maximum and minimum distance is 25 mm at a non-linearity At the low signal output, the measured range resolution is
error of +0.13 mm/-0.23 mm (+0.53%FS/-0.93%FS) using thgminated by the dark readout noise. The model of (3) well
RPS. Using the RPS, the range resolution is improved fromxplains the measured results. As the signal output increases,
180 um to 64 um, corresponding to a 430-fs time resolutionthe range resolution is limited by the jitter component. The
In the calculation, the median of the range resolution fesstimated jitter component {gi..) using the RPS is reduced
all the main pixels is taken. In Fig.15, the measured erras 0.28 ps from 1.0 ps, which is the estimated jitter component
is slightly improved using the RPS. However, note that thgithout using the RPS. The variation of range resolution
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Fig. 16. Dependence of range resolution on signal output. The white targe{‘fgl'm) and noisy pixels (col.37 and col.86).
placed to a fixed distance, and the data are taken while changing the emitted
laser power with a variable ND filter. The scatter plot includes 140 pixels in
the effective pixels. . . .
while each line is calculated by an average of 100 frames.
In Fig.19, the red dashed line shows an ideal curve of the
herical shape of the ball. Without the RPS, the captured PCL

- . . S
shown in Fig. 16 is observed due to different photocurreﬂgs a large artifact in the stage direction because of the drift or

responses between .plxels, different X _\_/alues raised .frqg‘w—frequency jitter. With the RPS, the artifact is effectively
distance FPN, and different amounts of jitters. The residuy Ippressed As a result, an accurate 3D image is obtained
jitter for the case with the RPS comes from the column gatirég/en When.a single frar,ne is used, as shown in Fig.18(b)

dn;u_er, ?? d(:]scnbed bellow. ¢ | i £ th The captured PCL is further improved after averaging the
I?.t' sAowsha co _um'r:1_- Oi;:o ?r:nn variation OI i € rr?ng&'ata for 100 frames, as shown in Fig.18(c). From Fig.19, the
resoiution. As shown n F1g...7, the range resoiution asc%ptured PCL with the RPS shows good agreement with the

large column-to-column deviation. It is also observed that trilgeal curve for both column and stage axes. From this result,

range resolutions are almost similar between pixels in th]]? h : :
o L -accuracy 3D scanning using the prototype has also been
same column, though this is not shown in Fig.17. Henc J y g g P yp

the iitter induced at th | dri V) b Gemonstrated.
e jitter induced at the column driver ¢e.(i)) becomes The sensor performance and characteristics are summarized

dominant after the RPS. In the noisy columns such as COIurEN‘TabIe I. The conversion gain of the prototype is calculated

n;?,\? er 37band 8(16’ (J)|tter that Euits as rhandcl?]m é?llilglr.iph_no{aeo.G uV/e- that is estimated from the parasitic capacitance
( ) Is observed. One possibility is that the -IIke Jiteht Ep hode. A laser with a wavelength of 473 nm and pulse

is generated at the final stage of the gate driver beca fith of 80 ps is used in the distance measurement. The

its load capacitance is large, leading to the large delay. Shitted power of the laser is 360W. The median of the

shown in Fig. 9(a), the channel length and width of nMO L :
. . . ange resolution is obtained as @4 at a measurable range
transistor in the buffer are designed to be 0.32% and g ution | I . 9

. X .~ of 25 mm.
64.4um (=56<1.15 um), respectively. Despite the transistor
size not being small, the RTN-like jitter may be generated. TABLE |
For further improvements in the range resolution, those noises SUMMARY OF THE PERFORMANCE OF THE IMAGER

should be reduced. This is beyond the scope of this paper.

) . Paramet Val
Figs. 18 and 19 show sampled point clouds (PCLs) of 3D | rameser [ ae
. . . . . Technology 0.11-umCIS
images generated by the implemented imager with and without Total pixels 257(H) x 8(V)
the RPS. The object is a ball with a diameter of 20 mm. A Effective pixels 192(H) x 4(V)
one-dimensional mechanical stage is used in the measurement, ___ Pixel size 22.4 pm (H) X067-2 pm (V)
with the step set to 0.2 mm. Post-processing filters such as the | (f:a‘:tor at pixel-level 33%
. . . . . ) orversion gain 0.6 uVie-
median filter are not applied in these 3D images. As described Eramerate
in Section 1V, only a single row of the imager is used, and no (Integration time 40 ms) 24.6fps
i ; ; ; ; ; Repetitionfrequency 12.5MHz
binning or averaging betwe.en.rows is appllgd in the distance Emitter | Wavelorigth o
calculation. Therefore, a variation between pixel rows does not Pulsewidth <80 ps
appear both in the range resolution and the spatial resolution. Power 360 W at the laser output
In Fig. 18(a), each line is taken without the RPS but with an - Measulratt,"aa"‘vlged_ 25 fg’;‘ at< il"/*; ELIJD”SSC@"E
average of 100 frames. In Fig.18(b), RPS is used but each point angeresolution (Median) 180 Zml m/o RP%)

is calculated by a single frame. In Fig 18(c), the RPS is used
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Fig. 19. Point cloud of sampled 3D capture from the scanning stage axis (top)
. and the column axis (bottom). (a) with RPS. (b) without RPS. The target is
€ 4 a ball with a diameter of 20 mm. he broken red line is an ideal curve.
£
v 2]
24 . | .
8 of a white ball with a 20-mm diameter are successfully
-é’ 21 acquired by the implemented TOF range imager.
4,,
20 *Ig *‘*’*B'ffwﬁ . APPENDIX
Stage (mm) DERIVATION OF TIME-OF-FLIGHT USING AN IMPULSE
(b) with RPS (single frame) PHOTOCURRENT RESPONSE WITH ASAUSSIAN FUNCTION,
AND ITS RESOLUTION (EQUATION (1) AND (4))
In the proposed TOF measurement shown in Fig.20, a short
light pulse regarded as an impulse is emitted to a target object,
€ 4 and the reflected light generates a photocurrepy, In a
E photodiode. We assume that the response time associated with
o 27 the photocurrent is much greater than the light-pulse width.
S 04 The time of flight, {.;, is then measured by the response
_8 2 time, 7, associated with the photocurrent. Using this TOF
4 measurement technique with a high-speed lock-in pixel, the
- range resolution is much improved [22]. Here, unlike in [22],
the response of the photocurrent is assumed to be a Gaussian
Stage (mm) function with respect to time in the following discussion. The
(c) with RPS (100 frame average) photocurrent,l,, is given by
Fig. 18. Point cloud of sampled 3D capture. The target is a ball with a (t " )2
diameter of 20 mm. A one-dimensional mechanical stage with the step of 0.2 I, = Ive _\b 7 Uofp) I 6
mm is used. Post-processing filters are not applied here. ph M EXP 272 1B ( )

where |, and Iz represent a peak photocurrent and a
background-light photocurrent, respectively. As shown in
VI. CONCLUSIONS Fig.20, three different phases of time windowing are used for
This paper presented a TOF range imager with a 3-t#pe distance calculation while canceling the background light.
LEFM, non-overlapping gate clock, and all-electronic skew For Tpy, >> 7, we can assume thdy — Ty = —oo and
calibration. The 3-tap LEFM offers three-times higher lighfy + Try = co. Under this approximation, the accumulated
utilization efficiency than the single-tap lock-in pixel, and alsoharges/N1, N, and N3 generated by the time windows, TW1,
offers higher capability for suppressing the amplitude drift ofW2, and TW3, respectively, are given by
the light source. In the skew calibration, the column-parallel

T T
digital DLL with dual clock trees reduces the skew between N; = 1/ Ippdt = 1/ Ipdt
columns. Despite the calibration time of 4& being much 4 JT~Tew 4 J—o0
shorter than that of the hand calibration [26], the residual Ayt m T1 — teof p IgTpPw
_ ‘ = —/=<q1+erf
skews is comparably good. The measured range resolution q 2 Vor q
is improved to 64um at a range of 25 mm using the RPS, @)

corresponding to a 430-fs time resolution. Accurate 3D images
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Receiv':ed echo /\ il

12

where orjier IS @ jitter of the light trigger and a gating
clock like G1 that corresponds to the deviation Bfs. In
general, the jitter in TOF range imagers is much smaller than
the first term in (13) and the influence can be negligible. At
range resolutions of sub-millimeter or better, however, the jitter
becomes dominant.

By solving the partial differentiation, the prefactor of the
first term in (13) can be written as follows

cOtioy
— = \V2rr=D
279x 2V = MAX

(14)

= il where,Djy;4x corresponds to the measureble range.
5 -~ ngtof’p >t By the error propagation theory,x is calculated as
; 2 2 2
TW1 ) X \? , X \* , X \> ,
Tow | ox = ((‘)N mtan, ) 7% T \an, ) o 19
TW2 I—I_ | ! d 2 d 3
! Also, on,, on,, andoy, are expressed as
TW3 _| | ) . )
oy, = N+ N (16)
Fi‘g. 20. Indirec_t TOF Mgasurement using the photocurrent impulse response 012\7 = E + Nl?% an
with the Gaussian function. 5 2 — 9
oN, = N3 + Np, (18)

1 T +Tpw 1 0o
Ny = 7/ Ippdt = */ Ippdt

qJ1, q.Jr

_ Iyt |7 {1 —orf (Tl — ttof,p)} n I1gTpw
q 2 V2T q
(8)

15T

N3 _ B qPW (9)

whereq andT; are the elementary charge and an onset of th8 D
accumulation of TW1, respectively. The error function, and its

first-order approximation are given by

2
—.

VT

erf(x) =

(10)

By solving Egs. (7)-(8) using first-order approximation to

the error function shown in (10), the signal charge rafiq,
can be obtained as

Ny — Nj
N1+ Ny — 2N5

1 2 (tiofp —
{H[(w T1>}
2 s T

X =

Q

(11)

wheret,, s, is the time from the light emission to the peak of?]

where Ny is dark noise in electron.
In the preceding analysis, background light is taken into
account for generality. In our current target, however, the
laser power is supposed to be much higher than that of the
background light. For this reason, the background light is
assumed to be negligible in the following discussions. By
substituting Egs.(15)-(18) into (13), the, is given by
2N§

2 _ Diax [X(1—X)+ {3X(X —1)+2}

sm

c 2
2
(5) UTjitter
where N,,,(= N; + Ns) is effective signal electrons in range
calculation.

sm

(19)
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