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Abstract

Multi-Exposure Laser Speckle Contrast Imaging (MELSCI) is a wide-field and non-
invasive optical technique to monitor the blood flow movement and produce the two-
dimensional (2D) blood flow maps with high spatial and temporal resolution in real-time.
It has been widely used for several blood flow studies in clinical and research level. In
recent years, MELSCI has developed with the advancement of high-speed CMOS image
sensors. Recent studies suggest that, the MELSCI system utilize the high-speed camera
with aframe rate of about 1kfpsto monitor the blood flow changes. Neverthel ess, the high-
frame rate sensors have the capability to produce real-time blood flow maps, it has some
limitation. Because of the high-frame rate the camera requires high power consumption,
which is not an energy efficient system. Furthermore, the system requires huge memory to
store the raw images and high-efficient processing capability is necessary to process the
speckle signals and reconstruct the blood flow map. This limitation may lead to the need
of adequately large and expensive hardware. In general, the usage of high-frame camerais
not power and cost-efficient.

In this study, a power-efficient MELSCI system which can monitor the blood flow
movement at about the video rate (30 frames per second (fps)) is proposed. A laboratory-
developed multi-tap charge modulation CMOS image sensor originally designed for time-
of-flight (TOF) range imaging is utilized to build avideo-rate MEL SCI system. In general,



the rate of blood flow change happens at each cardiac cycle. Generally, a cardiac cycle
lasts for about 0.8 second which is of 1Hz. Therefore, to monitor the blood flow changes
during each cardiac cycle, the video rate of 30 fps is sufficient. But, the speckle pattern
observing by the CMOS image sensor tends to fluctuates in the fast manner due to flow of
red blood cells (RBCs), during the exposure time of the image sensor. So, afast-frame rate
higher than 1kfpsisessential to record the movement of fast changing of the speckle pattern.
The utilization of multi-tap charge modulator developed at laboratory helps to sample the
charges efficiently at the high modulation frequency than the video rate to detect rapid
fluctuation of the speckles and readout the images of shorter and longer exposure times
simultaneously at the near video rate. This time-multiplexed approach provides the
advantage of eliminating a dead time during the charge modulation and accumulation
operation, and the problem of inter-frame delay also be removed. It believes, this sensor
can be applicable to MEL SCI system with low power consumption and cost efficient. This
multi-tap image sensor operatesin the global shutter mode and each pixel is equipped with

multiple charge-storage nodes and the exposure patterns of the taps are programmable.

The exposure pattern of equal and exponential exposure case was designed to
implement with multi-tap sensor. The ratio of equal and exponential exposure case is 1:4
and 1.8, respectively. The exposure time in each tap is same for equal case. To cover a
wide flow speed range, the ratio of the longest exposure and the shortest exposure should
be large. The designed exposure patterns were verified by simulation of reference high-
speed camera data. The high-speed camera operated at 40kfps to capture the raw speckle
images. The measurement was carried for 2 seconds to capture 80,000 frames. The solid
and fluid phantoms of Ground glass plate and Intralipose were used for measurement. A
CW wavelength-stabilized laser (ONDAX, RO-USB-785-PLR-100-1, A of 785nm, output
power of 100 mW) with linear polarization was used as a light source. The phantoms were
illuminated with the laser power of 8 mW and diameter of 10mm. A high-speed CMOS
global shutter camera (Mikrotron, MC1362), visible and near-infrared C-mount lens
(Edmund Optics, #67-715, focal length of 25mm) were used for imaging.

The captured raw speckle images of high-speed camerawere simulated with coded,

equal and exposure patterns. The simulation was carried out with different unit exposure



times (To). The mean flow speed-to-noise-ratio (FNR) was estimated for various To’s. As
expected, the simulation results confirmed that the equal exposure pattern provides the
better mean FNR than exponential exposure case. Because the equal exposure pattern
utilizes all the taps efficiently for averaging and the standard deviation of the calculated
contrast will be improved by afactor of 2 by averaging. On the other hand, the exponential
exposure pattern is more suitable for monitoring wide range of flow speeds. For Ground
glass plate, mean FNR of equal and exponential exposure pattern is 14.29 and 5.99,
respectively. In case of Intralipose, mean FNR of equal and exponential exposure pattern
is 11.89 and 6.11, respectively. The feasibility of 4-tap sensor was evaluated by relative
error. From the analysis, it is clear that 4-tap sensor has the capability to measure flow

speed with acceptable errors.

The multi-exposure laser speckle experiment was carried out with the laboratory-
developed multi-tap CMOS charge modulator. The phantom of Ground glass plate and
Intralipose was used. The phantom was controlled at the flow-speed of 1-5 mm/swith the
incremental step size of 1mm/s. The experiment was carried out with equal and exponential
exposure patterns. The experiment results with 4-tap CMOS image sensor also confirms
that equal exposure pattern has better FNR than exponential exposure pattern. The movie
acquisition was carried out with equal exposure pattern and it confirms that the 4-tap
CMOS image sensor can monitor the flow speed changes with the frame rate of 45 fps for

aflowing intralipose.
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Chapterl

Introduction

1.1 Background

In the human body, individual cellstogether build into whole system. The human cells are
not self-capable to supply the essential immune substances to them. Cardio Vascular
Systems (CVS) that consists of heart and blood vessels will help to transport the immune
substances to the organs. The heart and blood vessels work together to supply adequate
blood to all parts of the body. The blood vessels play a major role in transporting oxygen
(O2) and essential nutrientsto individual cells and taking out the carbon dioxide (CO») and

waste products from the cells.

Microcirculation is the process of flowing blood in the vessels smaller than 100um
which present within the organ tissues. The heart pumps the blood which flows through
the vesselsthat consists of arteries, capillaries, and veins. Blood vessels control the amount
of blood flow to specific parts of body. Arteries carry blood away from the heart which is
divided into large and small arteries. Large arteries receive highest pressure of blood flow
and are thicker and elastic. Smaller arteries have more smooth muscle which contracts and
relaxes to regulate blood flow. Capillaries consists of single layer of endothelium which
allows for exchange of nutrients, gases, waste with tissues and organs. Veins carry the de-
oxygenated blood towards the heart. In order to supply the oxygen and nutrition to the
human tissues, and to remove the waste products of metabolism, the microcirculation is

very much essential.



Fig. 1.1 Vascular structure of microcirculation unit. Adopted from:

https://training.seer.cancer.gov/anatomy/cardiovascul ar/blood/classification.html

The CVS consists of systemic and pulmonary circulation. Systemic circulation
which provides oxygenated blood and nutrients to reach rest of the body and Pulmonary
circulation for oxygenation of blood. Vasculature plays a significant role in the regulation
of blood flow throughout the body. Velocity of blood in the vasculature has an inverse
relationship with cross sectional area. As cross-sectional areaincreases, velocity decreases.
Arteries, veins have smaller cross-sectiona area and highest velocities whereas capillaries
have the most cross-sectiona area and the lowest velocities. The diameter and its flow
speed of each blood vessels are mentioned in table 1.1.

Table. 1.1 Blood vessel types and its flow speed

Type of Blood Diameter of Blood
Flow Speed
Vessd Vessd

Arteriesand aorta Upto25cm 400 - 1200 mm/s
Arterioles 20- 50 pm Up to 15 mm/s
Veinsand

Upto3cm 80 - 150 mm/s
venae cavae
Venules 20 pm Up to 5 mm/s
Capillaries 5-9pum 0.3-0.4 mm/s



https://training.seer.cancer.gov/anatomy/cardiovascular/blood/classification.html

The understanding of structure and physiology of the heart is helpful to pursue a clear
knowledge of microcirculation and how fast the microcirculation performs. Heart is a
muscular pump that controls the circulation of blood to each tissuesin the body. It has four
chambers. The upper two chambers are called atria, which receives blood from the veins.
Thelower two chambers are called ventricles which pump the blood into arteries. As blood

leaves each chamber of the heart, it passes through the valve.

Superior
Vena Cava

Pulmonary
Artery

Pulmonary
Vein

........

Pulmonary
Valve ™

Tricuspid ="
Valve

Inferior Vena Cava

Fig. 1.2 Structure of heart. Adopted from [1]

The cardiac cycleisinitiated in the Sino-arterial (SA) node, which isalso called as cardiac
pacemaker. The SA node rhythmically initiates impul ses about 70 to 80 times per minute.
From SA node impulses gets transmitted to both right and left atrium, which cause it to
contract. From the atria, impulse travels to Atrioventricular (AV) node and then to both
ventricles. The contraction of ventricles gects the blood into arteries. Therefore, a a
normal heart rate, one cardiac cycle lasts for about 0.8 second. In other words, the blood

flow changes happen at each impulse of 1 Hz.

It is fundamental to visualize the blood vessels and to understand the changes in
blood flow to analyze the health condition of human organs. By measuring the blood flow
speed, the possibility of differentiating the blood vessels is also feasible. The knowledge
of blood flow in the human tissue is vital in many branches of medicine include surgery,
ophthalmology, neurology, cardiology.



The microcirculation blood flow has been monitored using several techniques from the
past. In the earlier days, the assessment of blood flow has been performed using xenon
washout technique. The determination of blood flow measurement through adipose tissue
using the radioactive element xenon was proposed. The xenon washout technique uses the
clearance rate as a parameter to observe the blood flow in atissue. The radioactive xenon
dissolved in saline injected into the blood. However, the proposed technique measures the
blood flow in the single-point but cannot give the information of the blood flow over the
region. It also has disadvantage of injecting radioactive element into the blood vessels.

The other technique which monitors the changes in blood flow is thermography. It
is based on the changes in temperature of the skin, since there is a correlation between the
skin temperature and skin blood flow. The working principle of this technique is to
illuminate the infra-red radiation on the skin surface and the thermal imager records the
therma images. The recorded images are processed using the microcomputer for the
analysis of skin blood flow based on the temperature.

The above mentioned methods are non-optical and invasive which needs contact
with the patient every time during the measurement and that cause inconvenience to
patients. By the advancement of many optical and non-invasive techniques the estimation
of blood flow reached to the next level. It makes microvascul ar monitoring technique easily
accessible. One of the optical techniques uses the television microscopy to measure the
flow of red blood cells (RBCs) in human nail fold capillaries. The flow of RBCs in the
capillaries is determined by measuring the displacement of plasma gaps.
Photopl ethysmography (PPG) is another optical diagnostic tool which usesinvisibleinfra-
red light as a source to monitor the blood flow movement. Thistechnique has the advantage
of non-invasive because of no physical contact with the patient. The invisible infra-red
light is incident on the tissue region and variation in blood volume or blood flow for each

pumping of heart can be analyzed by the amount of light backscattered from the tissue.

Optical Doppler Tomography (ODT) isan optical technique also called as Doppler
optical coherence tomography, because it uses Doppler principle to image the structure of

the tissue and to monitor the flow speed of moving particles. This technique is useful to



providetissue images at high spatial resolution. High speed imaging is achieved. But it has
the disadvantage of high cost.

Nowadays estimation of microcirculation has achieved greater heights dueto rapid
advancements in laser-based techniques. These developed techniques for microvascular
blood flow assessment are becoming portable and easily accessible. Among these |aser-
based techniques, laser doppler perfusion imaging (LDPI) and laser speckle contrast
imaging (LSCI) are well established techniques in clinical and research applications. To
perform the blood flow imaging, recent techniques utilize the random interference pattern
whichis called as speckle pattern. The most established technique which using the speckle
pattern are Laser Doppler Flowmetry (LDF) and Laser Speckle Contrast Analysis
(LASCA). Doppler is an effective technique to determine the speed of the flow. The
general principle of Doppler effect is changes in the frequency content of the
monochromatic wave when interact with the moving object. Laser Doppler Flowmetry
(LDF) and Laser Speckle Contrast Analysis (LASCA) isan optical technique whichisused
to monitor the microcirculatory blood flow in tissue. Both methods generate the laser
speckle pattern, but the way of analyzing the speckle pattern is different. The techniqueis
non-invasive which can assess the blood flow without physical contact with the patient, so
it can avoid unwanted discomfort and eradicate the risk of infection. LDF has been used in
wide range of clinical applications such as burn depth assessment, organ transplants,
peripheral vascular diseases, dermatology and neurology. The basic idea of the technique
is to illuminate the moving red blood cells (RBCs) with coherent light source. When the
laser light incident on the moving particle, the photons are scattered, and it broadens the
optical power spectrum. Because of the simple optical setup, the LSCI keep on to improve

in both clinical and research studies.

LSl started to advance in the 1990s to image the blood flow in the retina and skin,
with the development of faster digital acquisition techniques and processing technologies.
The first scheme of LSCI was proposed by Briers and Webster to monitor the capillary
blood flow [2]. Multiple studies started to use LSCI to monitor the blood flow in the
cerebral, measurement of perfusion in tissues, monitoring of perfusion in the burn scar and

its healing [3], to observe the vasculature of human retina vein and measure its flow speed



[4]. In general, during the measurement of blood flow speed it is unaffected by the presence
of proteins in the blood. But some studies considered the effect of high-protein diet on
coronary blood flow [5]. The high-protein diets may precipitate progression of Celiac
Artery Infusion (CALl) throughincreasein lipid deposition and inflammatory of coagul ation
pathways. In the earlier days, traditional LSCI system monitors the movement of blood
with the use single-exposure. Mgjorly, the single-exposure LSCI is sensitive to the
parameters which are exposure time of the camera and the presence of static scatterers.
Because of exposure-time dependent, LSCI’s sensitivity to monitor flow speed is limited.
A single-exposure time is not good enough to monitor the wide range of flow speeds. A
major drawback of LSl isthat it underestimates the large changes in blood flow velocity.
Another drawback is conventional speckle models do not have ability to estimate the
accurate blood flow in the presence of static tissue elements such as skull part, especially

in cerebral blood flow imaging.

The development of Multi-Exposure Laser Speckle Contrast Imaging techniques
(MELSCI) aided to eliminate the limitation face by single-exposure LSCI. MELSCI
method uses multiple exposure times. MELSCI technique takes advantage of the speckle
contrast dependence on the camera exposure durations. Because of multiple exposuretime,
the sensitivity range of flow has increased and it estimates the flow velocity with higher
accuracy. A few studies using MEL SCI method such as chronic imaging of cortical blood
flow [6], in vivo imaging of microvascular changes in an angiogenic environment [7] has
been proposed.

Fig. 1.3 Methodology of conventional multi-exposure laser speckle contrast

imaging



The MELSCI methodology is explained, the stack of speckle images was acquired
at the exposure time 1 and the contrast value (K) was computed from the stack of images
and finally contrast imaging was mapped as shown in Fig. 1.3. These operations are
repeated for multiple sets of exposure time. As the exposure time increases, the contrast
value reduces. The effective exposure time was controlled by switching the laser with an
acoustic optical modulator or electronic shutter function of the image sensor. However,
these studies have the potential drawback of additional time required for image acquisition
at different exposure times. Therefore, temporal resolution to monitor the rapid changesin

the speckle movement was sacrificed.

To overcome these limitations in the conventional MELSCI setup, a high-speed
multi-exposure laser speckle imaging with a single-photon counting camera (SPAD) for
in-vivo imaging of the mouse brain [8] was proposed. It utilizes the fast frame-rate
capability to increase the acquisition speed and single-shot acquisition MESI (SMESI) to
acquire thousands of frames (short exposuretime) rapidly with negligible inter-frame delay.
In the post-processing, these images are accumul ated to obtain N different exposure times.
MELSCI system using high frame rate CMOS sensor implemented on a field
programmable gate array (FPGA) [9] [10], continuously captured speckle images at the
frame rate of 15 fps. The synthesization of short exposure time was performed to simulate
the longer exposure time as in SPAD chip. The practical frame rate of processed blood
perfusion imagesis0.225fpswith the spatial resolution of 1.31-megapixel. Therecent work
of MELSCI to visuaize the blood perfusion images was developed using an FPGA,
connected to 1000fps 1-megapixel camera [11]. A set of multi-exposure contrast images
with 256 x 250 pixels was produced at the frame rate of 15.625fps and the effective frame
rate on the computer is 1.5fps. These conventional MELSCI systems as discussed here,
utilizes the high-speed cameras, to monitors the rapid speckle fluctuations and blood flow
changes and it can reproduce wide-field blood flow velocity maps. However, these
expensive high-speed cameras, generally operating at a high frame rate of around several
thousand frames per second (fps). It needs high processing power and huge processing
capability to process the data. These high-speed camerais aso cost-inefficient because of
large hardware setup.



1.2 Motivation and Resear ch Objective

The multi-exposure laser speckle contrast imaging system (MELSCI) with a high-speed
camera (frame rate of around 1000 fps) can produce the high spatial and temporal
resolution blood flow maps. Nevertheless, such high-speed operation consumes high-
power and need the huge capability to process the speckle images. It leads to use the
expensive hardware, which is not efficient in terms of cost.

In general, blood flow changes caused by pulsation and the rate of change is about 1 Hz.
To observe the blood flow changes during each pulsation, the moderate video rate of 30
fpsis adequate. However, the fast frame rate is required to record the fast changing of the
speckle pattern. In an optical phenomenon, the requirement of the high-speed camerais
essential to monitor the rapid speckle fluctuation changes. But, in a biomedical
phenomenon, that is to observe the blood flow changes with the frame rate of 20kHz is
inconsequential. It leads to an inefficient sampling of the same blood flow signa
redundantly. The aim of this study is to build the MELSCI system, which can sample the
charges efficiently to monitor the speckle movement and to readout the different exposure
time images at the frame rate of about the video rate. With thiskind of approach, the blood
flow change can monitor at amoderate framerate of around the video rate (typically 30fps),

which contributes to low power consumption and requires less processing capability.



1.3 Organization of thesis

The thesis explains the multi-exposure laser speckle contrast imaging method and
its study with laboratory-developed multi-tap charge modulation CMOS image sensor. It

composed of six chapters.

Chapter 1 gives the introduction about the structure of the heart and
microcirculation process and its importance. It discusses the background studies of micro-

vascular blood flow, motivation and research objective of this study.

In Chapter 2, the theoretical study of laser speckle contrast imaging (LSCI) was
discussed. The basic principle of speckleformation and its statistical properties of speckles
are explained. The properties of time-varying speckle and expressions to calculate the
speckle contrast are discussed. The mathematical expression is derived to extract flow
speed of moving scatterers from the speckle contrast value. The general measuremernt
setup of LSCI is explained and the essential parameters to define the speckle such as F/#,
camera exposure time are discussed. The signal processing of speckle and its essential

parameters are discussed.

In Chapter 3, multi-exposure laser speckle contrast imaging system with the multi-
tap charge modulation CMOS image sensor originally developed in the laboratory for
Time-of-flight (TOF) range imaging is discussed. The simple layout and the operation and
timing chart of multi-tap charge modulation pixels are explained. The coded exposure
pattern, equal exposure pattern and exponential exposure pattern are designed to implement

with multi-tap charge modulator.

In Chapter 4, the verification of multi-tap charge modulation pixels was performed
by smulating the reference high-speed camera data. The measurement setup and
acquisition of raw speckle data with high-speed camera were explained. The simulation of
exposure patterns with reference data and the comparison of its performance are discussed.
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Chapter 5 explains the implementation of multi-exposure laser speckle contrast
imaging with multi-tap charge modulation pixels. The flow speed measurement result with
equal and exponential exposure pattern is discussed. The demonstration of flow map
acquisition at a video-rate with a multi-tap pixel is discussed.

Chapter 6 gives the summary of this study and the main findings.
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Chapter 2

Overview of Laser Speckle Contrast
Imaging (LSCI)

2.1 Introduction

The advancement of optical techniques has offered many promising possibilities to
investigate the information about tissues[1]. Many optical methods have evolved over the
years to study the microvascular blood flow. Most of the techniques uses the principle of
random interference pattern also known as speckle pattern to obtain the blood flow speed
information. The speckle pattern is usualy generated by the backscattered light from the
diffusive material and these generated speckle patterns are recorded by the detector. The
detector used to observe the speckle patterns are Charge-Coupled Device (CCD) or
Complementary Metal Oxide Semiconductor (CMOS). The most popul ar techniques based
on the interference pattern to monitor the blood flow of microvascular structures are Laser
Doppler Perfusion Imaging (LDPI) and Laser Speckle Contrast Imaging (LSCI). In this
chapter, the genera introduction and theoretical background about L SCI, the measurement
requirements of LSCI and its transformation over the years to several blood flow studies
are discussed.
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LSCI is a commercialized optical technique to monitor the blood flow in micro
blood vessels. It has an advantage of being a wide-field, non-contact optical technique to
visualize thetwo-dimensional (2D) blood flow from the volume from which we are probing.
The LSCI can reproduce the high spatial and temporal resolution images of the micro-

vasculatures with simple optical setup.

2.2 Theoretical Background of Laser Speckle Contrast I maging
(LSCI)

The ssimple principle and easy implementation makes LSCI a useful tool in blood flow
imaging. It is essential to understand the principle of laser speckle formation and the
analysis of speckles, and most importantly to extract the flow speed of the moving
scatterersfrom the generated speckle. And it iskey to consider the experimental parameters
which has the direct impact on the speckles. In this chapter, the general theoretical concept
of laser speckle contrast imaging method and experimental setup and its essential

parameter are discussed.
2.2.1 Speckle and its Statistical Properties

After the invention of laser in 1960’s, the speckle generating from laser received the
attention of researchers in the field of optics. At the earlier days, because of the speckle
nature, it was termed as granularity. Speckles are generated, by the coherent of laser light
sources. When a coherent laser light incident on the scattering surface which can be both
static and dynamic, the backscattered light from the scattering medium produces the
random interference pattern of bright and dark pixels called as speckles [2]. Based on the
same principle, bio-speckles are formed, when the coherent laser light travels through the
diffusing medium such as biologica tissues, which consists of randomly distributed
particles. The speckles generated are interfered on the camera’s imaging plane by the
scattering of light diffracted through the aperture of the camera. The speckle pattern
generated are imaged on to the image sensor in the absence of lens are called as objective
speckle pattern. In contrary, the use of lensto form the image on the detector are called as

subjective speckles. The use of coherent and light with same wavelength is essentia to
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avoid the removal of speckles by averaging [3]. Fig. 2.1 shows the principle of speckle
pattern formation on the detector. If the speckle pattern fluctuates over time due to the
interaction with the moving scattering particle, it is called as dynamic speckle pattern. And
the pattern does not change over the time, it is described as the static speckle pattern.

Fig. 2.1 Simplified schematic of laser speckle production

The bright spots of speckle formation are due to the reflected waves formed on the
image sensor are in-phase in nature and dark speckles resulted of out-of-phase reflected
waves. The conceptual diagram of specklewith bright and dark spotsare shownin Fig. 2.2.
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Fig. 2.2 Generation of speckle.

This phenomenon was considered as problematic, because it affects the resolution

of theimages spatially. Some of the researchersinvolved in studies to remove the speckles
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from the images which obtained from laser illumination [4] [5]. At the same time, other
group of researchers focused to analyze the speckle pattern and applied in severa
applications. One of the significant developments is, the evolution of laser speckle to
support biomedica studies [6]. The laser speckles provide the essential information to

monitors the blood perfusion level in microvascular structures.

Due to the random phase of the scattered waves interfering on the photodetector,
the speckle pattern exhibits aproperty of spatial intensity in the random manner. Therefore,
a proper way to explain the speckle pattern phenomenon is to use the statistics [7]. The
first-order statistical analysis givesthe amount of contrast the speckle exhibits and the size

distribution of the speckles are given by second-order statistical anaysis.
2.2.2 Time-varying Speckle

The speckle pattern tends to change, when the scatterers are moving. When the movement
of the scatterers is small, the speckles remain correlated. Therefore, by analyzing the
speckle changes, the information of the local moving scatterers can be extracted.
For the particle with larger motions, the correl ation between the specklesareless[8], which
means the generated speckles “decorrelate” and the pattern of the speckle changes
entirely over the exposure time. The phenomenon of fluctuation of speckles over timeis
known as “time-varying speckle” [9]. This appearance is frequently detected in laser
illuminated living tissues and has been functional in biological studies. When the camera
exposure time is in the order of fluctuation period of the moving particle, the reduction
in the speckle contrast can be observed because of averaging of the speckle pattern. The
most potential application time-varying speckleswasfirst identified by Sternin 1975, when
the fluctuations are caused by blood flow.

The concept of time-varying speckleis helpful to determinethe speed of the moving
scatterers by relating to the tempora fluctuation. If fluctuations are less over the time
period, the particle movement is slow and the correlation timeislong. The faster movement
can be understood from the less correlation time and the fluctuations are more as shown in
Fig 2.3.
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Fig. 2.3 Autocorrelation function of moving particle

2.2.3 Speckle Contrast

The first approach about the speckle contrast has been shown by Goodman. It is useful to
interpret the dynamics of the biological signal. The intensity presented in the speckle
pattern which is polarized can be described by its moments. Generaly, the intensity of the
speckle pattern exhibits exponentially distributed intensity probability density function
(PDF). The n'" moment of the exponential distribution of the intensities is given by:

2 n
(I"y=n!—=, 2.1
o
Thefirst, second moment and varianceis given by:
2
(= =; (P)y=2; of = 2D*—(I) 2.2
The speckle contrast (K) is generaly defined as the ratio between the standard deviation
(0s) and the mean intensity ((I)) of the pixel [10].

Os

= m 2.3

K
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If the speckle pattern is developed fully without any averaging over the camera
exposure time, the spatial standard deviation (os) and spatial mean intensity (()) are equal
in manner. Therefore, the speckle contrast can achieve the maximum contrast value of 1.
But in real conditions, the contrast is aways lower than 1 and the speckle contrast value
ranges from 0 < K <1 [17]. The properties of the speckle pattern are playing an essential
rolein the biomedical field for its application [11].

Therefore, by analyzing the relationship of statistical parameters, os and I, for a
developed speckle pattern, the amount of speckle contrast can be determined. The
computation of speckle contrast is useful to quantify the amount of blurring. During the
integration time of the camera, the speckle pattern will blur, if the scatterers are moving.
Therefore, the sensitivity of the speckle contrast change depends on the exposure time and

with the longer exposure time, the amount of relative changes in speckle contrast increases.
2.2.4 Extraction of Moving Particle Flow Speed

The moving scatter flow speed can be extracted from the measured contrast values (K),
provided, the velocity distribution of the moving scatter is assumed. The speckle variance
o2(t)of the spatial intensity distribution in a time-averaged speckle pattern with an
integration time T is linked to the autocovariance Ci(z) of the temporal fluctuations. The

relationship of speckle variance to the autocovariance is given by:

o2(T) = ;f: (1 —%) C,(v)dr 2.4

The intensity of the speckle tends to fluctuate over the time and it is defined as the

autocovariance of the temporal fluctuations as follows:

Ce(r) = ([I(®) = D] [Tt +7) = (Del)e 2.5

Theintensity temporal autocorrelation function is given by:

Ce ()

1y 20

g2(0) =1+



19

The second-order autocorrelation related with the first-order autocorrelation or eectric

field temporal autocorrelation function is given by Siegert relation:

92(0) =1+ Blg:(D)|? 2.7

where B accounts for speckle averaging parameter. i.e. The loss of speckle contrast value
because of the speckle sizeto pixel sizeratio and the effect of polarization. From the above
equation, the speckle contrast integrating over the range of exposure time (T) in the spatial

areais given by:

K2 = ?LT@—%) 19, (D)7 de 2.8

From the derived equation, the speckle correlation time (zc) of the fluctuated intensities can
be estimated. By assuming Lorentzian distribution function for the flow speed [12] [13],

glforentzian (‘L’) = exp <_ m) 2.9
Tc
, 11
Kiorentzian = B [ﬁ + ﬁ (exp(—2x) — 1) 2.10

where x = T/zc.

Alternatively, the electric field temporal autocorrelation function for Gaussian distribution

ggeussian(7) = exp( ) 2.11

T V2T\ © 2T
K pussian = % l\/Znerf< ) + = <exp <— = ) - 1)] 2.12

Tc T c

isgiven by [10],
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Fig. 2.4 Theoretical relationship between speckle contrast curve and ratio of correlation

time to the exposure time for various distribution function. Adapted from [14]

The correlation time zc with the moving particles during the microvascular blood
circulation is assumed to be inverse in relation. The measured contrast value K, which is
the function of the exposure time T, fitted with derived speckle model can give the
estimation of correlation time (zc). Then the velocity of the moving particles or the moving
blood vesselsis given by the following equation [15]:

A
v =

= 2.13
21T,

Where A is the wavelength of the laser source.

2.3 Measurement and Signal Processing Requirements of L aser
Speckle Contrast Imaging (L SCI)
The genera measurement setup to perform laser speckle contrast imaging (LSCI) is

depicted in Fig. 2.5. When alaser light which are coherent are illuminated on the moving
sample, the back-scattered light from the sample are recorded by the detector.
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Fig. 2.5 Measurement setup of laser speckle contrast imaging

During the preparation of measurement setup, it is important to consider the parameters
such aswavelength of the laser, the optimum F/# to achieve larger speckle size and suitable
exposure time (T) in correspondence to the specimen used. The analyzer used to remove

the non-scattered surface reflection of the laser illumination [16].
2.3.1 Window Size of Contrast Neighborhood

In the analysis of speckle contrast in the spatial domain, choosing the proper
window size to compute is essential. Generally, the compute the speckle contrast K?, the
square window of Npixes IS used. The genera window size used by the researchers to
compute speckle contrast are 3 x 3,5 x 5, or 7 x 7 pixels[17] [18]. From the square region
of Npixeis, the variance and the mean pixel intensity values are estimated. There is trade-off

always exists between choosing a window size and spatial resolution of the computed
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images. The window with too few pixels are good for spatial resolution and the
computation time also less. The larger window size will give the better estimation of
contrast value, but it results in longer processing time to compute the flow speed
distribution map and at the same time the spatia resolution is aso sacrificed. The larger
window size can be used in computation, when the camera givesthe high resol ution speckle
images and in the case of spatial resolution of flow speed map is not so important. The two-
dimensional (2D) contrast images and flow speed maps are obtained by moving the sliding
window along the raw speckle images.

2.3.2 Selection of Neighborhood Schemes

The speckle raw images captured by the detector can be statistically analyzed by various
neighborhood techniques. The general neighborhood scheme follows by various
researchers, to obtain the contrast value as the function of the exposure time are asfollows:
Spatial Laser Speckle Contrast Analysis smplified as (SLSCI), Temporal Laser Speckle
Contrast Analysis (tLSCI) and spatia-temporal domain Laser Speckle Contrast Analysis
(StLSCI).

Brier and Webster proposed a method to compute the contrast in small region of
pixels (N x N pixels). Spatial contrast is analyzed from many pixels in a single speckle
image. The general equation of spatial contrast computation in raw speckle images is
expressed as.

. N+1 . N+1
i+—— j+——
s 1
Hajo = Nz Ly, 2.14
_. N-1 . N-1
X=1 2 y=] 2

 N+1 C N+1
1 L+T ]+T I s 2
NZ Zx_i_N—l X ._N—l( Xyt nui,j,t)
= ==z
S —
Ki,j,t = S 2.15
Hijt

where yi; ; . isthemean intensity valuein the window with acentral pixel in the coordinates
(@i, j, t), N is the size of the window, and Iy v, ¢ iS the intensity value in the respective

coordinates. The window can be sliding or fixed. From these equations the contrast value,
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Kifj,t can be extracted in association with the window centered at (i, j, t). In the case of
diding window, the pixels in the negative coordinates cannot be evaluated. The two
possible solutions to eval uate the pixelsin the negative coordinates are: 1) For the contrast
analysis, the exclusion of the outer borders from the speckle image or 2) padding for the
outer borders of the speckle images. The contrast value of the pixels in the boundary

computed by the padding techniques and its size is given by (N-1)/2 rows and columns.

Fig. 2.6 (a) illustrates a spatial contrast (s-K), awindow with size 3 x 3 pixels (red
square) with a center pixel (black square) (x, y, t) = (i, j,1). Along the rows and columns
(x-direction and y-direction), the s-K window is then moved to generate a contrast 2-D
image and flow speed map. Although it is good for tempora resolution, it has the
disadvantage of lack of spatial resolution.

To overcome this limitation, the another algorithm to produce the flow speed maps
was proposed by Cheng et al. Thisalgorithm is named as Temporal Laser Speckle Contrast
Analysis and simplified as (t-K) and it is useful to improve the spatia resolution of the
blood flow speed maps than spatial contrast analysis. The computation of speckle contrast
in the temporal domain is based on one pixel in the set of frames (N-frames) captured at
different time as shown in Fig. 2.6. (b).
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Fig. 2.6 Neighborhood techniques of laser speckle contrast imaging (a) Spatial contrast
analysis (b) Temporal contrast analysis (c) Spatial-Temporal contrast analysis
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The equation to compute the Temporal-contrast (t-K) is expressed as:

1
Heeyn = z 1oy, 0) 2.16

N
1 QI+ 2
\/ R =12_E (Leye = Hey)
2

Kt = 2.17

where #Ex,y,z) is the mean in the temporal domain with central pixel in(x, y, |) and size 1
x 1x N pixels, Ky ,,; isthetemporal contrast within thiswindow. N isthe number of frames
used in the computation. The window is moves along in the temporal direction to compute
the contrast value. Until the last frame, the operation repeats. At the same time, the window
moves to the neighboring pixels to compute the contrast value in al pixels. The minimum
number of frames (N) used for computation is 15 [19] and the maximum number of frames
depends on the temporal resolution of the system, but some studies found it used up to 49
frames [20]. The t-K reduces temporal resolution where s-K reduces spatial resolution. It
isimportant to choose the suitable algorithm. It was verified that t-K is suitable to estimate
the estimate the flow speed even in the presence of static scatterers as compared to spatial
contrast (s-K) [21]. In conclusion, t-K suitable for monitoring slow hemodynamics patterns
which is in the range of seconds. While, t-K is not satisfactory to monitor fast

hemodynamics, where temporal resolution may not be sufficient.

Another scheme is spatial-temporal contrast (st-K) the combination of both spatial
and temporal algorithms, that can be used to compute the speckle contrast. The window to
compute contrast is cubic in nature with size of 3 x 3 x 3 pixels and centered in the pixel
xy,t)=(,j, 1. Thedifferent window can be applied in st-K and Duncan applied awindow
size of 3 x 3 x 15 (Nx, Ny, Ni) pixels. Temporally averaged spatial contrast (tag-SK) first
calculates the contrast in the spatial domain and then average the calculated contrast value
across a temporal domain. These operations are reversed in spatially averaged temporal
contrast (Savg -tK). By employing the combination of spatial and temporal algorithm, a
tradeoff between the spatial and temporal can be solved.
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2.3.3 Speckle Size

The most important thing to consider while modelling the laser speckle contrast imaging
system is to consider the size of each speckle. The flow speed measured by laser speckle
contrast imaging depends on the size of the speckle. The speckles contain the information
of the moving scatterers. The pixel size of the detector (CCD or CMOS) has afinite unit
pixel size. The averaging of speckle will occur, when the size of the speckle generated by
the image sensor is smaller than the pixel size. It means, the number of speckles sampled
by asingle pixel in the spatial domain is more than one. It leads to reduction in the speckle
contrast because of speckle averaging. Many parameters are contributing to the speckle

size and the minimum speckle size is expressed as follows [22]:
d=1201+M)(F/#) A 2.18

wheredisthe specklesize, M isthe optical magnification of the system, 4 isthe wavelength
of the laser source, F/# is the f-number of the lens used for imaging. The optical
magnification depends on the focal length of the imaging lens. From the above expression,
it isvery clear that the important parameter which determines the speckle size is F/#. So,
choosing the optimized f-number which gives the better speckle contrast valueiscrucial in
LSCI. Fig. 2.7 shows the sampling of speckle in the spatial domain. The two imagesin the
left shows, the pixel and speckle size are equal. The right two images show that a speckle
issampled by 2 or 4 pixels.

Pixel e __|

/

Speckle
Fig. 2.7 Sampling of specklein spatial domain
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Many researchers have studied the influence of speckle size on the speckle contrast
value [23]. Some studies suggest that the speckle size should be equal to the pixel size.
Other studies show that the speckle size should be at least twice the pixel size. In other
words, it should satisfy the Nyquist sampling criterion, because speckle size under the
Nyquist limit can produce the aliasing effect, and leads to reduction in the speckle contrast
value by 30%. However, the results suggest that the speckle contrast value keep on
increasing for larger speckle size. Thereisatrade-off existing between the speckle size and
gpatia resolution. Because the increase in the speckle size means, only fewer speckles are
present in the same pixel area. Therefore, increasing the speckle size produces a

disadvantage of reducing the spatial resolution of the raw speckle image.
2.3.4 Effect of Static Scattering

The speckle model s discussed earlier are based on some assumption and it does not include
the presence of static scatterers in the scattering medium it observes. However, static
scatterers will produce a speckle contrast component that remains constant when the
imaging system exposure time increases. The laser light that is back-scattered by the static
scatterers can underestimate the dynamics of the flowing system. That is, the amount of
speckle contrast value increases [24]. In the initial researches, the static scatterers has not
considered, but recently the researchers started to account of static scatter components. The
first instance of inclusion of static scatterers has been given by Parthasarathy et al. and
Zakharov et al [25]. They presented a new speckle model to compute the correlation time
(zc) with increased accuracy. Therefore, the underestimation of the dynamic value of the
flow system has been eliminated. By including the presence static scatter components, the
electrical field that detected by the detector can be modified as follows. The electric field

isequal to sum of photons scattered by static scatterers and dynamic scatterers.
E(t) = E4(t) + E; 2.19

where Eq(t) is the electrical field back-scattered by dynamic scatterers and Es is the
electrical field back-scattered by static scatterers, and the static scatterers does not change
with time [20], [24]. The updated intensity autocorrelation function can be expressed as:

9:(0) =1+ B[(1=p)?|g1a(DI* +2p(1 = p)|g1a(D| + p?] 2.19
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where gud(7) is the electric field autocorrelation function and p is the fraction of light that
is scattered by static components, and p can be expressed as: p = Is/ (Is + ld). |s represents
static scattered intensity and |4 is dynamic scattered intensity. Inverse notation of p also
found in some studies. For example, severa researchers used to define p as the dynamic
fraction of scattered light.

The application of the Siegert relation to the intensity autocorrelation function
yields to the modified field autocorrelation function.

Iim(@) = A = p)|g1a(D)| +p 2.20

The new speckle model that is used to estimate the accurate correlation time (zc) by
including the effect of static scatterersis expressed as.

—-1+2x

2.21

T 4Bp(1 - p) =

2 28 T -1+42x
KLorentzian - B

The speckle model which considers the Gaussian velocity distribution function can

be expressed as follows:

2% 1 4 \Zmxerf (VZx) x?_
Kéaussian = BP*~ S 2Bp(1 — p) e/ () 2.22
X

Nadort et al. included an additional term that can quantify the amount of noise
present in the speckle system (vnoise OF Croise). 1N practice, the Vnise IS equal to the minimum
speckle contrast (Kmin) that the speckle system can produce. In general, Kmin can be
obtained during speckle experiments by measuring fast moving scatterers. Kmin is
independent of exposure time of the camera and it is constant for different exposure time.
It is suggested to add the noise term in the speckle model to estimate the z. from the speckle
contrast value which contains the flow speed information.

Ramirez et al. proposed another speckle model to estimate the z. from the speckle
contrast value that includes the effect of static scatterers by assuming a Gaussian velocity
profile for the moving blood cells. They modelled the speckle equation as:
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where M = Ap/Ac, Ap isthe sensitive areaiin the detector, Ac isthe speckle size on
the detector, a is consider as the normalization constant that includes speckle averaging
parameter which reduces the estimation in the speckle contrast value due to the polarization

effect and spatial sampling of the speckle that formsin the detector.
2.3.5 Choosing Camera Exposure Time

The another important parameter in the laser speckleimaging system, which playsacrucial
role in the estimation of flow speed (V) is the camera exposure time (T). It is essential to
choose an optimal exposure time to estimate the relative changes in blood flow [26]. The
exposure time that is too short (< 1ms) too long (> 50ms) will introduce noise or signa
level make saturated [27]. The single exposure time is not sensitive to wide range of flow
speeds. Thisisthe primary reason; the single-exposure |aser speckleimaging isnot suitable
for wide range of flow speed. Because of the flow insensitivity, the single-exposure has
been advanced to multi-exposure laser speckle imaging systems (MELSCI). Therefore,
always atrade-off exists between choosing an exposure time and estimating the flow speed.
For example, shorter exposuretime (T) ismore suitable for fast-moving scatterers. Because,
the speckles get blurred at fast moving particle. In other words, the correlation time (tc) is
less. So shorter exposure time (T) is good enough to extract the moving scatterers
information. The use of longer exposure time for fast moving particle means, the generated
speckleswill average out and it becomesinsensitive to the flow speed changes. In contrary,
longer exposuretimeis more suitable for slow flow speed. When the exposuretimeis short,
the slow moving particle does not have sufficient time to observe the speckle movement.
So it becomes insensitive to the different flow speeds and estimation becomes flat. In
conclusion, longer exposure time is more suitable for slow speed and vice versa It is

obvious that laser speckle contract imaging technique is exposure-time dependent.
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In general, the absolute sensitivity (S and relative sensitivity (S) are the parameters to
choose an optimal exposure time. Sais defined as the changes in speckle contrast value to
unit change in flow speed and it is useful for the system to achieve high signal-to-noise-
ratio. The absolute sensitivity can achieve the maximum value, when the camera exposure
time (T) isin the order of correlation time (zc) of the moving particle (T ~ zc). When T >
the S start to reduce as the exposure time (T) increases as shown in Fig. 2.8 (a). S: can be
expressed as follows [28]:

dK dK

aK N = TTX o~ 2.24
a(z;)

= |—| « —T.x
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2.25
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Fig. 2.8 (a) Theoretical speckle contrast curve (b) (c) Absolute and Relative sensitivity
plot to the ratio of exposure time to the correlation time. Adapted from [28]

Another parameter which is used to monitor the blood flow changes with higher sensitivity
isrelative sengitivity (S). It isdefined astheratio of relative change in the speckle contrast
to the relative change in flow speed and it is expressed as follows:
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The optimal exposure time (long), will give the better Sr. Therefore, choosing an optimal

exposure time is essential to image the blood flow speed of vessels.
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Chapter 3

Multi-Exposure Laser Speckle
Contrast Imaging with Multi-tap
Charge Modulation CMOS Image
Sensor

3.1 Introduction

Multi-Exposure Laser Speckle Contrast Imaging (MELSCI) started to advance in
clinical and research studies because it offers the advantage of simple optical setup to
implement. It has been applicable in the field of retinal imaging, cerebral blood flow
imaging, tissue perfusion imaging. In the earlier days, the single exposure images
were in practice to reproduce the blood flow imaging. But, Laser Speckle Contrast
Imaging (LSCI) has the disadvantage of limited flow sensitivity. Since LSCI is an
exposure time-dependent technique, the use of single exposure time does not good
enough to provide an accurate estimation of blood flow over the wide range. Later,
LSCI started to use multiple-exposure technique which is called as Multi-Exposure
LSCI. It utilizes the images acquire at multiple exposure time to extract the blood

flow information.

The simplified framework of MELSCI system is depicted in Fig. 3.1. A stack
of raw speckle images was captured by a detector when the coherence laser light

illuminates the tissue surface. The raw speckle images are processed to generate the
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contrast images. The speckle contrast is a function of exposure time (T) and tends to
decrease with increase in T. The speckle contrast obained at different exposure is
fitted with speckle model to obtain the correlation time (zc). Finaly, the speckle
images are converted to velocity flow maps (1/tc) to indicates the relative flow speed.

Fig. 3.1. Framework of multi-exposure laser speckle contrast imaging

Table. 3.1 Comparison of proposed MEL SCI with a conventional system

Recent Trendsin MEL SCI Proposed MEL SCI
High-speed camera for blood flow | Multi-tap charge modulation CMOS
studies image sensor
Frame Rate: 1kfps 1) Detect speckle movement at a
Detect speckle change and monitor high modulation frequency
blood flow at high frame-rate 2) Readout the images at about

the video rate (~30fps)
Limitation: Advantages:
1) Requires huge processing 1) Elude the redundant sampling
capability data points to monitor blood
2) Not energy efficient flow.

The MELSCI system in the recent days uses the high-speed camera to observe the
blood flow changes. But the high-frame rate sensor has the requirement of huge
processing power and cost inefficient due to large hardware setup. These limitations

are overcome by multi-tap sensor which can monitor flow changes at video rate.



36

3.2 Multi-tap Charge Modulation CM OS I mage Sensor

3.2.1 4-tap Pixel and its Operation

The computation of captured image is more challenging than performing the image
acquisition. To achieve the computational features with low power, some image
sensors started to use memory-in-pixel scheme [1]. A pixel with multiple analog
memories are called as multi-tap or multi-bucket pixel. The operation of charge
modulation and readout of multi-tap pixels is different from that of a conventional
sensor. In conventional sensor, the acquisition of frames is performing sequential in
manner. But in multi-tap pixels, the photo-generated charges in the photodiode (PD)
are transferred and accumulated in the pixel-in memory. By this approach, the charge
modulation and readout operations are performed separately. So that, multiple frames

can be acquired simultaneoudly.

The concept of Multi-tap or multi-bucket CMOS image sensors are applied in
this paper to elude the redundancy of sampling data points and to bridge the gap
between 30fps and 1000fps while not suffering from inter-frame delay in exposure [2]
[3]. A latera electric field charge modulator (LEFM) developed at Shizuoka
University is capable of implementing a pixel with multiple pieces of charge storage
and has advantages such as high-speed and loss-less complete charge transfer and
suppressed charge back-flow from the storage to the photodiode. Lateral-Electric-
Field Charge Modulators, so-called LEFM, is possible to realize high-speed charge
transfer, and easy to implement multiple taps. To ssimplify the explanation of LEFM,
two-tap LEFM with aDrain, at first is explained. It isshownin Fig. 3.2.

Fig. 3.2. Basic operation of the two-tap LEFM
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The principle of the two-tap modulator is presented by our group at [ISW 2013 [4].
The basic principle of the LEFM is used in the laboratory-developed four-tap pixel
structure. In two-tap modulator, three sets of gates G1 and G2 are used for controlling
electric field of Y-Y' direction asin Fig. 3.2. By changing the applied voltage of the
gate, the potential of the photodiode is also changed. By using these potential change
of photodiode, the electric field is controlled and the charge generated in photodiode
can be transferred at very high speed. And when applying a high potential to the gate,
leakage from channel to gate does not occur. For example, when G1 is HIGH and G2
is LOW, photoelectrons generated in the aperture region to be transferred to the left
side. when G2 is HIGH and G1 is LOW, photoelectrons generated in the aperture
region to be transferred to the right side. By using this technique, multiple-tap LEFM
for TOF Range Image Sensor was developed in the laboratory. We utilized the
laboratory-developed multi-tap charge modulation pixels [5], [6] [7] to build the
MELSCI system to monitor the flow speed changes of the moving scatterers at about
the video rate.

Fig. 3.3 and Fig. 3.4 shows an example of layout, equivalent schematic, and
timing chart of 4-tap pixel based on LEFM. The pixél of thisimage sensor consists of
photodiode (PD), four charge storage diodes (FD1-4) and drain. Although the charge
storage is embodied as a floating diffusion (FD) in this figure, two-step charge
transfer structures to suppress reset noise have been developed [8] [9]. The photo-
generated charges in the PD are quickly transferred to one of the storage diodes and
the drain by the 5 sets of controllable gates (G1-4 and GD).

FD1 Drain FD3
B L

Fp4 |

Fig. 3.3. A layout of 4-tap charge modulation pixels
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While G1 is activated and the other gates are deactivated, the photoelectrons
generated in the photodiode region are transferred to FD1. This operation is repeated
for the gates G2, G3 and G4 and the charges are integrated into the corresponding
FDs. Thus, arbitrary exposure is implemented by programming the GX (X = 1-4)
signals. GD is a gate which drains the charges in the photodiode. During the image
readout, the photo-charges should not be transferred to any FD, so that GD is
activated and the other gates are deactivated. This image sensor can sample the
charges efficiently at the higher modulation frequency than video rate to detect rapid
fluctuation in speckle movement and read out the images for different exposures
simultaneously at around the video rate. In other words, the four images for sub-frame
exposures, which are programmable, are read out. Because there is no dead time
during the charge modulation, the problem of inter-frame delay does not occur.

G1 FD1 Charge modulation Image

— —||—E qnd accumulation “Readoqt

G2 FD2 G1 oIt J
W L G2 : | | :
\/\ G3 FD3 : :
— —|—¥ 63— o [
G4 FD4 \ '

-+ G4— SE | E—
GD Drain ! '

T GD— —

(@)

(b)

Fig. 3.4. A schematic diagram and operation timing chart of 4-tap pixel
3.2.2 Specifications of Multi-tap Sensor

The prototype chip with the 4 sets of charge modulator developed in our laboratory is
used for this study [10]. The chip is fabricated in Dongbu HiTek 0.11um 1P4M CIS
technology and the chip sizeis 9.3 x 7 mm?. The unit size of the modulator is 11.2 x
11.2 um?. In a unit pixel, 2 x 2 modulators are implemented, and those FDs are
connected in paralel. The 4- tap pixel outputs are connected in parallel to 4 column
ADCs each of which is 5.6 um pitch. The entire chip consists of an array size of 132 x
84 pixels. The unit pixel size is 22.4 x 22.4 um?. A single consists of 4 tap images.

Therefore, to generate aflow map, 4 tap images are necessary.
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Table. 3.2 Specification of 4-tap sensor

Dongbu HiTek 0.11um 1P4M

Process
CIS
Chipsize 9.3 mm (H) x 7mm (V)
_ 1.5V (Digitd),
Power supplies o
3.3V (Anaog, Digita)
Resolution 132 (H) x 84 (V)
Pixel size [um?] 22.4%x 224
Modulator size [pm?] 11.2x11.2
Column-parallel folding
ADC . . .
integration/ Cyclic ADC
# of tap to make 1 frame
Flow map image 4-tap

3.3 Exposure Patternsfor 4-tap pixels

3.3.1 Coded Exposure Pattern

The coded exposure pattern designed for multi-tap CMOS image sensor to readout the
images at about the video rate. The method is to have the same total accumulation
time for all taps (G1-4) but variable effective exposure time for each tap. The
ideology behind this pattern is to achieve the equal photon shot noise in each tap,
effectively. By employing this pattern, the brightness of the raw speckle images
obtained at different exposure time is identical. Therefore, the speckle contrast
obtained from the different exposure time can be evaluated in the same light condition.
A pixe vaue using a coded exposure pattern for tap-i is expressed in the following
equation:

G = Xpi(0) x wi(t) 31
w;(t) = {0or1l

where G; is a pixel value at a tap-i. pi(t) and wi(t) are the generated charges in the

photodiode at time t and a time window function for tap-i, respectively. The window
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functions are shown is shown in Fig. 3.5. The effective exposure time is defined by
the period from the beginning of the pulses to the end of the pulses. The duty ratio
becomes smaller for longer exposure time to realize the equal photon shot noise at
each tap.

Effective Exposure Time
)

ST

| [0
[ 1]

i
ﬂ || || ﬂ ﬂ ||
snéﬁi‘n‘ﬂnnnmnﬂ O u u

Modulation and Accumulation

Fig. 3.5. Coded shutter pattern
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The proposed coded shutter pattern has the advantage of equal photon shot
noise for different effective exposure time. The multiple exposure time can be
implemented without the need for the acoustic optical modulator. This pattern is also
useful to readout the images of multiple exposure time at about the video rate and it
can contribute to achieve a low power sensor. However, there is a drawback of not

energy efficient, since only apart of the light is used to observe the speckle movement.

Tap -1 Tap - 2 Tap - 3 Tap - 4
Image image image image

Bluriness is different, brightness is same

Fig. 3.6. Example of a captured image of moving hand

The example of the moving hand captured with 4-tap sensor is shown in Fig. 3.6. The
exposure time in tap 1 and tap 4 are shortest and longest exposure time, respectively.
The shortest and longest exposure time gives the still and blurry image, respectively.

Because the contrast value is dependent on the exposure time.
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3.3.2 Equal and Exponential Exposur e Pattern

The equal and exponentia exposure patterns designed for laboratory developed multi-
tap charge modulation pixels are depicted in Fig. 3.7. and Fig. 3.8, respectively. Its
efficiency to monitor the blood flow changes are explained. The unit exposure time or
shortest exposure time to capture an image from each tap is represented by To. The
ratio of exposure time between each tap is designed in the way of equal and
exponential in nature. In other words, the ratio of shortest to longest exposure timeis
1:4 (equa pattern) and 1:8 (exponential pattern). A frame is composed of four
exposure images together. The effective exposure times are synthesized in offline

mode with four images that are obtained with the exposure patterns G1-4.

G1 ,

Time,

]

|

Fig. 3.7. Equal exposure pattern

During the exposure pattern design, the signal-to-noise-ratio (SNR) and wide flow
speed range was considered. The equal exposure is designed in the way to give a high
SNR and exponential pattern is expected to measure wide flow speed range. So, the
trade-off exists between the better SNR and wide flow speed range in the design. To
cover a wide range of flow speed, the ratio of the longest exposure to the shortest
should be small.
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Fig. 3.8. Exponential exposure pattern

The SNR of the captured image for a shorter exposure time becomes worse. Therefore,
it is effective to utilize multiple taps for the same exposure time and average the
calculated contrast values among the taps. As depicted in Fig. 3.7, an effective
exposure time, T4, is given by the sum and averaging of four images of G1, G2, Gz, Ga.
By this averaging approach, the standard deviation of the calculated contrast will be
improved by afactor of 2. For example, to synthesize the effective exposure time Tz =
2To, Tz = 3To, three and two combinations of images, respectively, were used in equal
case. But in contrast, the exponential case used two images (Gi and G) to synthesize
the effective exposure time, To. And, 2 combinations were used to synthesize the
effective exposure of T2 = 2Toin exponential case. But for Tz = 4T and T4 = 8Ty, all
the images were used effectively to synthesize the exposure time. It is clear the
exponential pattern suffers from larger noise in comparison to equal case, because of
the less effective synthesization of T and T.. But it suitable to extend the measurable
flow speed range. On the other hand, the equal exposure is suitable to measure flow
speed with higher SNR, because it effectively utilizes all tap images to perform the

synthesization of exposure time.
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Chapter 4

Simulation of Multi-Tap Charge
Modulation CMOS Image Sensor with
High-Speed Camera Data

4.1 Introduction

For blood flow studies with laser speckle contrast imaging, the detector which can
efficiently monitor the movement of speckle movement is essential. The recent high-speed
cameras can able to monitor the blood flow movement and reproduce the flow map. But it
requires huge processing power and large memory to process the data on chip. So, it will
reguire more power to operate a chip and it is not energy efficient. The huge memory leads
to large and expensive hardware and it is not cost efficient. The laboratory-developed
multi-tap CMOS image sensor for ToF range imaging, is expected to sample the fast
changes of speckle pattern efficiently with no inter-frame delays and it readout of shorter
and longer exposure time images simultaneously at the frame rate of about a video-rate.
So, thiskind of approach can help to achieve low power and cost effective MEL SCI system
to monitor blood flow. The exposure patterns were designed to implement with 4-tap image
sensor. In order to evaluate the effectives of the proposed method and to find the suitable

exposure pattern for monitoring blood flow changes, the ssmulation is necessary.
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4.2 Measurement setup of High-Speed Camera and its

Signal Processing

4.2.1 Data Acquisition with High-Speed Camera

The multi-tap charge modulation CMOS image sensor to measure the flow speed and to
observe the flow speed changes has been developed in the laboratory. At first, reference
high-speed camera data were used to investigate the applicability of multi-tap charge
modulation pixels for blood flow studies. The different exposure patterns such as equal
exposure, exponential exposure and coded exposure pattern were designed to implement
with multi-tap charge modulation CMOS image sensor. The effectiveness of the proposed
exposure patterns was verified by the simulation of measured high-speed cameradata. The
simulation was performed out in MATLAB R2014b after acquiring the raw speckle data.
The phantom of solid and fluid mediums was adopted to carry out the MELSCI
measurement with high-speed camera as shown in Fig. 4.2. For solid and fluid scatter
medium, the ground glass plate (Edmund Optics, 45-656, 220 grits, 100 x 100 mm
dimension and thickness of 1.60 mm) and Intralipose (Otsuka Pharmaceutical Co., Ltd.,
20% concentration) were used, respectively. The Intralipose was used to mimic the blood
flow. The ground glass plate was placed on amotorized stage and CW laser beam (ONDAX
RO-USB-785-PLR-100-1, power = 100 mW, spatial single mode, polarization = 100:1,
linewidth (A1) = 50 MHz) at the wavelength (1) of 785nm was used as a light source with
linear polarization. The laser power of 8 MW and diameter of 10 mm were illuminated on
the phantom of ground glass plate and Intralipose. The motorized stage (OptoSigma,
OSMS20-85) movement was operated manually from computer by using GSC-01
controller. The motorized stage speed varied manually from 1-5 mm/s with an incremental
step size of 1 mm/s. To validate the blood flow movement with the fluid setup, we have
used the phantom of capillary tube filled with Intralipose fluid pushed by a syringe pump
(YMC, Japan, YSP-101 Pump). The inner diameter of the capillary tube is 1 mm. The
velocity of the fluid was set from the range of 0.047 ml/min to 0.235 ml/min which
corresponds to alinear velocity of 1-5 mm/s (1 mm/s incremental step size). A C-Mount
convex lens (Edmund Optics, #67-715) operates in a near-infrared visible region with the
focal length of 25mm was used to forms araw speckle image of the ground glass plate and
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Intralipose on the high-speed CMOS global shutter camera (Mikrotron, Model MC1362).

To remove the non-scattered surface reflection of the laser illumination, an analyzer was

placed in front of the imaging lens. F/# of the imaging lens was optimized to give the
highest contrast value [1].
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Fig. 4.1 Exposure contrast curve for various F/# for high-speed camera
From Fig. 4.1, it was observed that the F/# 2 gives the highest contrast change in

correspondance to the shortest to longest exposure time. F/# 2 was used to capture speckle
images with high-speed camera.

Laser
High-speed (A =785 nm)

camera Q -
Y
\

Diffuser -

28\

)
\
|
— B (Ground gl
o - { Ground glass
Analyzer “ z plate

-

Moving
stage

Fig. 4.2 Experimental set up of Mikrotron high-speed camera
4.2.2 Raw Data Processing of High-Speed Camera

The experiment was carried out for the total duration of 2s to acquire 80000 raw speckle

images. The temporal resolution or exposure time is 25 ps for each raw speckle image. The
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raw speckle images captured from the high-speed camera was stored and processed in the
offline mode in MATLAB R2014b. During image capture, the total of 800 frames were
captured and each buffered frame consists of 100 sub-frames (raw speckleimages). At first,
the sub-frames are extracted from captured frames to prepare 80000 raw speckleimages as

shown in Fig. 4.3.

Buffered Raw Image N
Frame N

Sub o*

frame 1
Sub

frame 2 .
Sub o.

frame 3

A 4

Raw Image 1

. Raw speckle
Sub image
frame N

Fig. 4.3 Dataset preparation of high-speed camera
The raw speckle data of Ground glass plate and Intralipose captured by the high-speed
camerawith F/# of 2isshownin Fig. 4.4 (a) and (b), respectively.

Fig. 4.4 Raw data of reference high-speed camera. (a) Ground glass plate (b) Intralipose
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The preparation of datasets was done before performing the data analysis. From the
total of 80000 raw speckle images, 19 datasets were generated. Each datasets consists of
4096 speckle images with a total exposure duration of 102.4 ms. From the shortest
exposure time (25us), the combination of longer exposure times was synthesized based on
binary tree structure [2] as shown in Fig. 4.5. The longest exposure time of 102.4 ms was
obtained by summing up atotal of 4096 speckleimages. A set of 4096 imagesweredivided
into pairs of successive images. The corresponding pixel valuesin both imageswere added
together to generate a single image to double the exposure time. This processisiteratively
repeated to generate exposure times of 25 us, 50us, and so on. Note that multiple images
are obtained for each effective exposure time except the longest exposure. For example,

4096 images for 25us, 2048 images for 50us, etc.

T T| - [T T

o XD | |1 Jo.’(T) |<|(T)>2| 9,,.*(T)

<g(T)> <<|(T)>>

<o?(2T)>| |<<l2T)>>

avg

nT

Fig. 4.5 Binary tree averaging algorithm
In total, thisbinary tree agorithm generates 8191 images with 13 different exposure times.
It made sure that all images were utilized for each exposure time. For each image, the
variance (¢%) and average mean intensity was calculated over the ROI of 7 x 7 pixels. The

mean variance and mean average intensity for each exposure timeis calculated as follows:

N
1
(@ (T) = = > Gh(T) 41
1 N
WTM =5 D AT, 42

where N isthe number of imagesfor exposuretime T (4096 images for 25 ps, 2048 images
for 50 ps, €etc..).
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The speckle contrast-squared value is notated by K2 in the remaining part of this
thesis. K2 value was cal culated for each synthesized image, and the K? values for the same
effective exposure time were averaged to reduce the variation and to improve the SNR.
Thus, adense K2 curve that consisted of 13 exposure times (25us — 102.4ms) was obtained
and K2 is expressed as:

K7 = (a2(T))

=y 3

It is important to note, the measured contrast-square is the raw value and no
calibrations were applied. After calculate the K2 value, the flow speed map was mapped.
These operation was repeated for remaining 19 data sets as shown in Fig. 4.6. The squared
contrast value, K2, for each exposure time was calculated for each data set. K? and speed
were obtained by further averaging of the 19 data sets.

Data set 1 (102.4 ms) Data set 2 (102.4 ms) Data set 19 (102.4 ms)
1 | 2 | - | 4096|4097 | 4008 | - 8192 | 8103 |73720] -..... | 77823 | 77824

K2 value + K2 value K? value

set 1 set 2 + e + set 19
] . ] I
Flow speed Flow speed|  _ ... Flow speed
+ +

map 1 map 2 map 19

Fig. 4.6 Processing of high-speed camera data

The efficiency of binary-tree algorithm was verified by plotting the exposure - K2
curve as shown in Fig. 4.7. The K2 curve of Ground glass plate and Intralipose was plotted
with and without averaging operation. The results suggested that, averaging hel psto reduce
the variation in the measured K? value. Particularly, at shorter exposure time of 25 s to 1
ms, the averaging algorithm improved the calculation of K2 value. Because at shorter
exposuretime, the SNR is not so high because of low light and it need the help of averaging
to improve the SNR.
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Contrast curve w/o averaging
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Fig. 4.7 Comparison of exposure contrast curve (a) (b) without and with averaging for

Ground glass plate (c) (d) Without and with for Intralipose

4.3 Verification of Multi-Tap Charge Modulation Pixels with
Reference High-Speed Camera Data

4.3.1 Simulation of Multi-Tap Charge M odulation Pixel

The implementation of designed exposure patterns with the measured high-speed camera

data are discussed here. The verification of multi-tap charge modulation pixels with the

reference high-speed camera data will help to confirm the applicability of 4-tap for blood

flow monitoring and also help to evaluate the performance of exposure patterns. The
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images for each tap are generated from the measured high-speed camera data. Multi-tap

images{!' (x, y) (i = 1-4)} were emulated as follows:

, N-1
Il(x: y) = Zn:O I(X, Y, nTmin) G; (nTmin); 4.4

where (X, y) denotes the pixel position. i isthe index of tap. | (X, y; t) represents captured
high-speed images. Gi(t) is an exposure pattern function for tap-i. Tmin and To were 25us
and unit or lowest exposure time, respectively, in simulation. N is the total number of
frames (N = 4096).

After image acquisition from each tap (G1-G4), the synthesization was done to get
the effective exposure time for each tap (T1-T4). The synthesization of effective exposure
time in equal and exponential exposure pattern case are shown in Fig. 4.8 and Fig. 4.9,
respectively. The ratios of the shortest to the longest exposuretimes are 1:4 (equal pattern)
and 1:8 (exponential pattern). The images for multiple exposure times are synthesized by
summing up the images of adjacent exposure time windows. For example, the
synthesization of exposure time T1 and T> generates 4 and 3 combination of images. The
variance and mean intensity value was calculated for each image in the same region which
used for high-speed camera data and the ROI of 7 x 7. The K? calculated from the ratio of
variance to the mean intensity value for each image. Finally, the K2 value from each image
are sum and average together to obtain the averaged K? value at exposure time of Ti-Ta.

The averaged K2 for each exposure time value is expressed as follows:

N
2 1 2
Kavg (Ti) = N Z Kount (Ti): 4.5
count=1
where count represents the number of combinations for each effective exposure time (T;).
i represents the index of the exposure time. By performing these synthesization, the
different exposure times were realized and averaging helps to improve the SNR of the raw

speckle images which are used to compute the K2 value.
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Fig. 4.8 Synthesization of effective exposure time in equal exposure pattern and

calculation of contrast value for each exposuretime (a) (b) (c) (d)Tap 1-4
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The flow of simulating the multi-tap pixel with the reference high-speed camera data is
depicted in Fig 4.10. After calculating the K? value, the calcul ated K2 value was compared
with reference high-speed K2 curve. It was confirmed that, the calculated K? value was
exactly matched with measured K? value. Then, fitting was performed with the speckle
model to estimate the correlation time (zc). From the estimated z, the flow speed (v) was
estimated. The estimated flow speed was compared with measured flow speed by high-
speed camera. This comparison will help to confirm that the designed exposure pattern can
measure the flow speed accurately and can implement with multi-tap pixelsin real time.

Fig. 4.10 Simulation flow of multi-tap charge modulation pixels

4.3.2 Simulation Results of Coded Exposure Pattern

The coded exposure pattern was designed and simulated with high-speed camera
data (Ground glass plate and Intralipose). The simulation was carried out for several unit
exposure time (To) under the constraint that the longest exposure time is less than 33 ms
(one frame period for the video rate). To of (0.2, 0.8, 1.6, and 3.2 ms) and To of (0.2, 0.4,
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0.8 and 3.2 ms) were simulated for Ground glass plate and Intralipose, respectively, as
shownin Fig. 4.11. By choosing these set of unit exposure time (To) hel ped to sample each
part of K? curve and the optimized To can be found out. The ratio of exposure time (T)
between each tap (G1- G4) is[124 8].

-e-lmmis  -e-2mmfs  -+-3mmis - dmm/s 5mm/s
0.06 .
0.06 T
T,=02ms T,=04ms
0.05k Ground glass plate
0.04 +
X 0.04 v
0.02 1
0.03 ¢
0.02 : ‘ : 0 . . .
0 0.5 1 15 2 ) 2 4 5 5
Exposure ;I;)me {ms) Exposure Time (ms)
(b)
0.06 0.06 T T
T,=1.6ms T,=3.2ms
Ground glass plate Ground glass plate
0.04
P4
0.02
0 5 0 ' ‘
) 10 15 0 10 20 30
Exposure Time {ms) Exposure Time {ms)
(© (d)
-o-immfs  -=-2mmis  -+-3mm/s -+ dmmis  -+- Smm/s
0038 . - 003 . : ;
T,=02ms % T =04ms
0035 R 1 002 Iy :
Intralipose Intralipose
0034 0,026 - I}L A
& 0,032 1 & oo f ‘\{1\
003 002t 1 A o = '.:;-.;—.;—.».-.L-,é
0028 g
. 002 R s S R
o 0.5 1 15 2 o018 g 1 2 3 4
Exposure Time (ms) Exposure Time (ms)
(e) (f)
0025 T T 0.022 : T ‘ \ T
T,=0.8ms T,=16ms
. 0oz : E
Intralipose | Intralipose
& 0m L] S S
X 0ezr 1 & \"%: e
L % 0016 ”"}“‘""" = é
------ :1“\'” —on { i
5 0014 B R
0015 i : N 0.012 L
T 2 4 6 8 o X 4 6 8 1 12 14
EXPOSUF&(’ -l)-""e (ms) Exposure Time (ms)
g (h)

Fig. 4.11 Simulation of K2 of coded exposure pattern
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4.3.3 Simulation Results of Equal Exposure Pattern
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Fig. 4.12 Simulation of K2 of equal exposure pattern
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4.3.4 Simulation Results of Exponential Exposur e Pattern
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From the K? curve, the change in K2 value in correspondence to the shortest and
longest exposure time was observed. For higher flow speed of 4mm/s and 5 mm/s, the
shortest To of 0.2 ms and 0.8 ms (coded exposure) in Fig. 4.11, 0.2 ms and 1.6 ms (equal
exposure) in Fig. 4.12, and 0.2 ms and 0.8 ms (exponentia exposure) in Fig. 4.13 givesthe
larger K2 value (ground glass plate) change in correspondence to the shortest and longest
exposure time. For high flow speed, the speckles fluctuate at fast rate and shorter exposure
time is satisfactory to observe these speckle changes. In contrast the longer exposure time
is essential to observe the slow moving scatterers. Another observation is, from K2 curve it
is expected that, the equal exposure gives better flow speed to noise ratio. Because, the
error rate in the calculated K? value at the shortest effective exposure time of T and Tz is
higher in exponential and coded exposure case in comparison to the equal exposure case.
These outcome of results are expected one because, the equal exposure has 4 and 3
combinations of images to synthesize the shorter exposure time T1 and T», respectively. In
contrast, the exponential exposure case used only 2 combination of images to synthesize
T1and Ta.

4.4 Comparison of High-Speed Camera with Multi-Tap Sensor

4.4.1 Laser Speckle Model without the Effect of p

The comparison of high-speed camera with the laboratory developed 4-tap CMOS image
sensor was carried out here. The measured flow speed by high-speed camera compared
with an estimated flow speed by 4-tap sensor.

Table. 4.1. Comparison of high-speed camera with 4-tap sensor

Mikrotron
high-speed 4-tap CMOS
Parameters camera image sensor
Pixel size (um) 14x 14 22.4%x 224
Tota pixel count 1280 x 1024 132 x 88
Effective pixel count
used in the

measurement 160 x 32 132 x 84
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Imaging area (mm?) 50x1.0 15.0 x 10.0
Maximum frame rate
(fps) 120k 100
Effective frame rate
used in the
measurement (fps) 40k ~30

The K2 obtained from the simul ation of reference high-speed camera datawasfitted
with two speckle models and discussed its own advantages and limitations. By fitting the
K2 with the speckle model, the correlation time (zc) of the particle which moves with
different flow speed can be obtained. From the correlation time, the flow speed (v) of the
moving particle can be estimated. But the estimated flow speed is not actual flow speed

which the particle is moving. Some calibrations are essential to find out the flow speed [3]

[4].

By assuming that the particle is moving in an unordered motion, the Lorentzian
velocity profile is considered in this study to estimate the flow speed. Primarily, speckle
model with and without the effect of static scatterers have been considered to estimate the
flow speed. First of al, the speckle model without the effect of static scatterers have been
discussed with results. The speckle model without the presence of static scatterers can be
expressed as follows [5]:

e (A=Y _ 1 1

<12) = ﬁ (ﬁ [e‘zx - 1] + ﬂ) + v, 4.6

where £ isfor speckle averaging effect, which is same for al the flow speeds. vi is
an instrumental noise. The p is the parameter which defines for the amount of light which
aredynamically scattered. Inthiscase, p isconsidered as 1, which means that, al the lights
are Doppler-shifted or scattered by the dynamic object and therefore, static scatter objects

are not present.

Thefitting was carried out in the MATLAB R2014b with the fminsearch function.
For high-speed camera case, three parameters f, X = T/zc, and v, were estimated by fitting
13 calculated contrast points (K?) with the above speckle model. Whereas, for the
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simulation of 4-tap case, two parameters of x = T/z., and v, were estimated. The speckle
averaing paramter 3, was considered as the assumption. The £ was assumed as 0.0670. The
value of 0.0670 was obtained from the measurement of static ground glass plate at the
exposure time of 25us [6]. The assumption of S was needed, because estimating 3
parameters from 4 data pointsis difficult.
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Fig. 4.14 Fitted K2 curve of high-speed camera
Table. 4.2. Extracted fitting parameters of high-speed camera
Ground Glass Plate Intralipose
Velocity B Vin Tc Velocity B Vn Tc
(mm/s) (ms) (mm/s) (ms)
1 0.0506 | 0.0056 | 4.5811 1 0.0383 | 0.0031 | 0.2498
2 0.0507 | 0.0057 | 2.0914 2 0.0404 | 0.0028 | 0.1466
3 0.0553 | 0.0048 | 1.1203 3 0.0415 | 0.0028 | 0.1135
4 0.0541 | 0.0049 | 0.7696 4 0.0430 | 0.0028 | 0.0841
5 0.0546 | 0.0049 | 0.6243 5 0.0445 | 0.0029 | 0.0654

The speckle model fits well with K? curve and it is depicted in Fig. 4.14. The estimated
parameters from the fitting is shown in Table 4.2. From the table it
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is understood that, the assumed f value is amost to the similar to the measured S valuein
Ground glass and Intralipose. The £ value should be uniform for different flow speeds,
becauseit isacalibration factor which accounts for speckle averaging. S valuefor different
flow speeds was verified. Fig. 4.15. shows the normalized measured speed of Ground glass
plate and Intralipose with high-speed camera data. As LSCI cannot quantitatively measure
the absolute flow speed, the normalization was done. The measured flow speed was
normalized to the slowest flow speed (1 mm/s).
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Fig. 4.15 Flow speed profile of high-speed camera. (a) Ground glass plate (b) Intralipose

Thefitted K2 curve of 4-tap sensor with the speckle model assuming p = 1 isshown
Fig. 4. 16. The speckle model fitswell with 4 estimated K? value. Although, zc and vn were
estimated, the fitting curve doesn’t converge at shorter exposure times. When the noise
factor vn is zero, the K2 ,,, approaches 8 value for the limit of exposure time T— 0 [7]. But
the estimated v, was not zero and it has some finite value. So at T — 0, the K2, doesn’t
converge to 5. When v, is finite, K24, becomes K24, = S + Va. In order to converge the
curve or solvethis contradiction, an additional term v, was added. In other words the offset
correction was done. The modified speckle model is derived as follows:

g2 A=) 1

L ez 1 4.7
7 = (8- v (5 le ™ — 114 5-) 4, .
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From Fig. 4.16 it was understood that, the K2 ,,, approaches S value for the limit of

exposure time T— 0. In the simulation, § was 0.0670, which was defined for the static

ground glass plate at the shortest exposure time of 25 us. The fitting was performed with

the modified speckle model for all exposure patterns. The flow speed was estimated for

each unit exposure time (To) and the comparison was performed to find the optimum

exposure time. The fitted curve for the longest unit exposure time more resembl e those of
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the high-speed camera K?curve as shown in Fig. 4.14. However, these speckle model
doesn’t consider the effect of static scatterers and it may affect the estimation of flow speed

accuracy.

4.4.2 Laser Speckle Model with the Effect of p

The speckle model s discussed earlier are based on some assumption and it does not include
the presence of static scatterers in the scattering medium it observes. However, static
scatterers will produce a speckle contrast component that remains constant when the
imaging system exposure time increases. The laser light that is back-scattered by the static
scatterers can underestimate the dynamics of the flowing system. That is, the amount of
speckle contrast value increases. In this section, the speckle model with the effect of static
scatterersis discussed and it is expressed as follows [8,9] [10] [11]:

X e ¥—1+x

L A=Y e =142
Ty T

Ground Glass Plate 08 Intralipose

04| ..

100 10 102

: 100 10!
Exposu(r;a time (ms) Exposure time (ms)
a
(b)

Fig. 4.18 Fitted K2 curve of high-speed camera with improved speckle model

Inthe original speckle model, the parameter f is present. But in this case, f was considered
asanormalization factor to calibrate the measured K? value by the K2 value measured from
the static ground glass plate. Therefore, f was excluded from the speckle model and
virtually used as a scaling factor.
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The fitting was performed with the “fminsearchbnd” function available from MathWorks
File Exchange. Three parameters, p, X = T/zc, and v, were estimated by fitting under the
condition [0<p < 1,0 < Va <o, 0 < 7c < oo]. The K? valuesfor the Intralipose in high-speed
camera data are smaller than those for the ground glass. It is mgorly due to increased

Brownian motion associated with Intralipose.

In fitting the 4-tap data, one more additional point was considered with an
assumption that the normalized K? value becomes unity for a sufficiently short exposure
time. It isbecause to estimate three parameters from only 4 data pointswere not satisfactory
from fitting. The short exposure time of 1 ps was used in this study. The K? value at the
exposure time of 1 ps is considered as 0.0570 which was a measured K? value of static
ground glass plate. The estimated K? value from the simulation was normalized with
measured K? value. Fig. 4.19 and 4.20 show the fitted curves (Ground glass plate and
Intralipose) for the equal exposure pattern and the exponential exposure pattern,
respectively. In each figure, several unit exposure times were given under the constraint
that the longest exposure time is less than 33ms (one frame period for the video rate). The
extracted parameters from the fitting is shown in Table. 4.3. It is understood, by including
the static scatterers in the speckle model gives the accurate the estimation of p, instead of
assuming p = 1. The accurate p value estimation leads to the improved estimation of flow
speed (v). The p value of Intralipose keeps on increases with increase in flow speed. The

reason may be high flow speed has more dynamic scatters.

Table. 4.3. Extracted fitting parameters of 4-tap sensor with improved speckle model

Ground Glass Plate Intralipose
Velocity p Vh Tcmg | Velocity p Vn Tc(ms)
(mm/s) (mm/s)
1 0.6520 | 0.0890 | 3.4679 1 0.3497 | 0.2351 | 0.1356

0.6834 | 0.0951 | 1.2159
0.7567 | 0.0631 | 0.9140
0.7478 | 0.0650 | 0.6609
0.7515 | 0.0657 | 0.5218

0.3787 | 0.2413 | 0.0751
0.3917 | 0.1987 | 0.0635
0.4043 | 0.2062 | 0.0511
0.4354 | 0.2162 | 0.0363

gl M W N
gl M W N
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4.4.3 Comparison of Estimated Flow Speeds of High-Speed camera with
4-tap CM OS I mage Sensor

The estimated speeds by the high-speed camera and the simulated 4-tap CMOS image
sensor were compared. Because it is difficult to quantify the absolute value of speed using
the MELSCI system due to several hindrances such as improper statistical model and
interpretation of inferred correlation time, =, and the speed, v, the estimated speed (1/zc)
was normalized to the slowest flow speed (Imm/s). A linear fit is aso shown in the plots
for the unit exposure time associated with the highest sensitivity, as determined by the

steepest slope.

Asshownin Fig. 4.20, alonger exposure time mostly resulted in higher sensitivity. The
quality of the estimated speed was evaluated by the flow speed-to-noiseratio (FNR), which
was defined as the quotient of the mean estimated speed to the standard deviation of
estimated speed. The FNRs for the different To for ground glass and Intralipose over
various exposure patterns were compared in Table 4.4 to Table 4.9. Based on the highest
sensitivity or FNR, the To was optimized for ground glass plate and Intralipose in each
exposure patterns.

Overadl, the equal exposure pattern provided higher FNR than the exponentia pattern.
One possible reason is that the variation of the estimated speed is significantly affected by
the K2 for the shortest exposure time in exponential exposure case. As discussed earlier
about synthesization, the number of averaged data for the shortest exposure were 2 and 4
for the equal and exponential exposure patterns, respectively. The results suggest that the
estimated speed for the exponential exposure fluctuates more than that of the equal
exposure.

In conclusion, the equal exposure pattern is suitable to observe flow speeds with higher
FNR. The optimized unit exposure time (To) for Ground glass plate and Intralipose with

egual exposure caseis 6.4 msand 0.8 ms, respectively.
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Table. 4.4. Flow speed to noise ratio of equal exposure (Ground glass plate)

Ground Flow Speed to Noise Ratio (FNR)
glass plate
Velocity To=02ms | To=16ms | To=32ms | To=6.4ms
(mm/s)
1 2.02 2.16 213 6.43
2 6.04 4.55 7.09 8.83
3 16.14 9.01 10.31 19.21
4 20.95 8.50 14.41 14.66
5 22.43 6.28 7.73 22.33

Table. 4.5. Flow speed to noise ratio of exponentia exposure (Ground glass plate)

Ground Flow Speed to Noise Ratio (FNR)
glassplate
Velocity To=02ms | To=08ms | To=16ms | To=3.2ms
(mm/s)
1 3.78 1.38 0.76 1.44
2 8.22 2.67 3.65 3.87
3 22.66 6.14 6.17 10.09
4 30.33 6.73 7.04 6.28
5 35.41 6.84 7.01 8.27

Table. 4.6. Flow speed to noise ratio of coded exposure (Ground glass plate)

Ground Flow Speed to Noise Ratio (FNR)
glassplate
Velocity To=02ms | To=08ms | To=16ms | To=3.2ms
(mm/s)
1 7.46 1.19 0.71 0.50
2 3.20 2.73 2.49 2.94
3 26.23 4.14 5.26 5.10
4 10.01 5.06 7.56 5.79
5 4.21 6.37 6.45 6.01
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Table. 4.7. Flow speed to noise ratio of equal exposure (Intralipose)

Intralipose Flow Speed to Noise Ratio (FNR)
Velocity To=04ms | To=08ms | To=16ms | To=3.2ms
(mm/s)
1 0.80 1.70 7.61 0.26
2 152 171 2.05 0.52
3 2.17 21.43 21.78 3.06
4 3.09 2.31 3.16 2.82
5 254 32.34 3.40 11.37

Table. 4.8. Flow speed to noise ratio of exponential exposure (Intralipose)

Intralipose Flow Speed to Noise Ratio (FNR)
Velocity To=02ms | To=04ms | To=0.8ms | To=16ms
(mm/s)
1 0.93 1.18 4.04 2.34
2 1.36 6.26 242 2.04
3 1.87 9.89 2.61 3.58
4 1.65 6.65 3.14 1.99
5 2.17 6.61 6.13 1.93

Table. 4.9. Flow speed to noise ratio of coded exposure (Intralipose)

Intralipose Flow Speed to Noise Ratio (FNR)
Velocity To=02ms | To=04ms | To=0.8ms | To=1.6ms
(mm/s)
1 2.70 3.94 5.06 3.30
2 3.53 2.48 1.70 0.22
3 0.30 2.72 0.56 1.72
4 0.71 2.57 0.50 0.27
5 0.53 0.54 0.48 0.61
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For different To’s, the value of mean FNR was calculated as shown in Fig. 4.22.
The clear trend of two peaks was observed in mean FNR vs To plot for equal and
exponential exposure patterns (ground glass plate and Intralipose). Because of Brownian
motion associated with Intralipose, the fitted K? curve does not have flat part at shorter
exposure time. Therefore, the shorter To can estimate the flow speed with the better mean
FNR as shown in Fig. 4.22 (b) and (d).
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Fig. 4.22. Mean FNR vs. To (ms). Exposure pattern: (a)(b) Equal exposure pattern.

Exposure pattern: (c)(d) Exponential exposure pattern. Measured object: (a)(c) Ground
glass plate, (b)(d) Intralipose.



73

The estimated FNR of optimized exposure conditions (To’s) for different patterns
(Ground glass plate and Intralipose) is compared with the measured FNR of high-speed
camera and summarized in Table. 4.10.

Table. 4.10. Flow speed to noise ratios for high-speed camera, equal and
exponential exposure patterns

Flow speed to noise ratio Flow speed to noiseratio
(Ground glass) (Intralipose)

Adetégl High-speed Equal Exponential Hioh-speed Equal Exponential
s / 1gh-sp exposure exposure 1gh-sp exposure exposure
(mm/s) camera (To=64ms) (To=32m9) camera (To=08ms)  (To=04ms
1 10.77 6.43 144 3.29 1.70 1.18
2 18.93 8.83 3.87 10.80 171 6.26
3 11.48 19.21 10.09 321 2143 9.89
4 13.02 14.66 6.28 4.30 231 6.65
5 19.71 22.33 8.27 12.99 32.34 6.61

Mean
FNR 14.78 14.29 5.99 6.92 11.89 6.11

The feasibility of the 4-tap sensor to evaluate the flow speed of the moving blood

can be given by relative estimation error. The relative estimation error is expressed as.

. L Estimated speed — Actual speed
Relative estimation error (%) = Actual speed x 100 4.9

While the flow speed to noise ratio (FNR) has been evaluated for different exposure
conditions, the estimation error related to the actual speed for optimized To is summarized
inTable. 4.11.

Table. 4.11. Relative estimation error for high-speed camera, equal and exponential

exposure patter ns
Relative estimation error (%) Relative estimation error (%)
(Ground glass) (Intralipose)

Gui  hgvpe A4 BOOMIL g fad Sgooud
(mmis) camera (To=64ms) (To=32ms) camera (To=0.8ms) (To=0.4ms)
1 -125 4.49 0.29 -0.36 -5.87 -6.15
2 11.49 -8.19 -5.82 13.57 13.71 15.21
3 -2.41 4.09 453 -6.85 -4.76 -4.59
4 -0.50 1.88 153 -9.76 -7.60 -9.76
5 0.08 -1.45 -1.73 6.53 4.60 571




74

The positive and negative signs show the over estimation and under estimation of
flow speed, respectively. From the relative estimation error analysis, it is evident that 4-tap
sensor has the capability to monitor the flow speeds with acceptable errors.
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4.5 Summary

The measurement setup of high-speed camera was discussed and the data acquisition was
done at the sampling frequency of 40 kHz with a temporal resolution of 25 us. The data
processing of measured high-speed camera data was done using binary tree averaging
algorithm. It was verified that averaging algorithm improves the calculation of K2 value
with higher SNR. The simulation of multi-tap pixels was carried out with reference high-
speed camera data to verify the feasibility of the proposed method and to evaluate the
performance of the proposed exposure patterns. The various exposure patterns were
simulated with the reference data. The fitting was performed with both speckle models
(with and without the effect of static scatterers) to estimate the flow speed. It was
understood that, considering the effect of static scatterersin the speckle model can help to
improve the accuracy of flow speed estimation. The measured flow speed was compared
with the estimated flow speed. The flow speed was estimated with several unit exposure
time (To) and the longer exposure time resulted in higher sensitivity. The excellence of the
estimated flow speed was evauated by flow-speed-to-noise ratio (FNR). From the
comparison of FNR between exposure patterns, the equal exposure presented the highest
FNR in comparison to exponential and coded exposure pattern. From the simulation, it was
verified that equal exposure pattern is better to suitable to monitor blood flow changes and

exponential exposure pattern use to achieve wide flow speed range.
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Chapter 5

Implementation of Multi-Exposure
Laser Speckle Contrast Imaging with
Multi-Tap Charge Modulation CMOS
Image Sensor

5.1 Introduction

The blood flow changes generally happen during each cardiac cycle. The frequency of each
cardiac cycleis 0.8 seconds or about 1 Hz. Soin practical, to observe the blood flow change
the high-speed MELSCI system are not necessary. But to observe the speckle fluctuation
caused by moving scattererslike red blood cells (RBCs), the high-speed sensor is essential.
Therefore, monitoring the blood flow using high-frame rate systems which operate at 20
kHz is consequential. The usage of high-frame rate system means, the redundant sampling
of sow hemodynamics signals. In other words, using the high-frame rate sensor for
inefficient sampling is not a good idea. This makes high-frame rate sensor an energy
inefficient and high cost system. The laboratory-devel oped sensor has different modul ation
frequency and readout frequency. This multi-tap senor can efficiently sample the charges
at high modulation frequency and readout the different exposure time images at a video
rate. It believes that, this kind of approach can help to develop MELSCI system with low



79

power requirement and cost-effective. It presents the unique dimension to monitor the

blood flow changes and bring the MEL SCI system next step forward.

5.2 Implementation of Multi-Exposure Laser Speckle Contrast
| maging System

5.2.1 Multi-Exposure Laser Speckle Contrast | maging System with 4-
tap Pixd

The prototype chip with the charge modulator developed in our laboratory is used for this
study [1]. The chip is fabricated in Dongbu HiTek 0.11um 1P4M CIS technology and the
chip sizeis 9.3 x 7 mm?. The unit size of the modulator is 11.2 x 11.2 um?. In a unit pixel,
2 x 2 modulators are implemented, and those FDs are connected in parallel. The 4- tap
pixel outputs are connected in parale to 4 column ADCs each of which is 5.6 um pitch.
The entire chip consists with an array size of 132 x 84 pixels. The unit pixel sizeis 22.4 x
22.4 um?,

5.2.2 Timing Diagram and its Operation

The timing diagram for 4-tap charge modulator pixels is depicted in Fig. 5.1. The back-
scattered laser speckle signals from the specimen are sampled by the four sets of controlling
gates G1-4. The image readout period is separated from the charge modulation and
accumulation operation, as the laboratory-developed image sensor operates in the global
shutter mode. Each cycle composed of charge modulation and accumulation and readout
operation and these operations completes capturing of one frame. During modulation, the
speckle fluctuated signals are sampled at high frequency by programming controllable
FPGA signal, G1-4. During the readout period, the images of various exposure time are
readout simultaneously at about the video rate. The exposure time (To) of each gate is
determined by the shutter pattern and the readout period was fixed and it is about 2.8 ms.
For example, the exposure time (To) of 4.8ms for each tap corresponds to the total
modulation period of 19.2ms and readout time of roughly 2.8ms. Therefore, the time

required to acquire aframe with four exposure images is about 22ms. With this operation,
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it is confirmed that, the flow speed changes can be monitored efficiently at the frame rate
of 45fpswhich is about the video rate.
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Fig. 5.1 Timing-chart of multi-tap CMOS image sensor

5.2.3 Measurement Setup of Multi-Exposure Laser Speckle Contrast
Imaging System

Fig. 5.3. shows the measurement setup to build the MELSCI system with the multi-tap
charge modulation pixels. To validate the multi-tap charge modulator pixels with designed
exposure patterns for Multi-Exposure Laser Speckle Contrast Imaging (MELSCI), the
sample of Ground glass plate and phantom of Intralipose solution (20% concentration) was
used. The purpose of this experiments is to present the eminence of multi-tap charge
modulator pixels to monitor the blood flow movement at low frame rate requirement, in
comparison to high-speed camera. So, we emulate the reference high-speed camera
experimental setup for comparison. But it is impossible to use the same measurement
conditions as reference high-speed camera. The f-number for reference high-speed camera
is 2. But the f-number of 11 was used for multi-tap charge modulation image sensor.
Because of different pixel size in both cameras, it is important to choose the suitable f-
number for multi-tap CMOS image sensor to obtain the speckle size which gives higher
contrast value and better contrast to noise ratio (CNR). The imaging area for reference

camerawas limited to 5.0 x 1.0 mm to achieve high frame rate of 40kfps with the spatial
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resolution of 160 x 32 pixels. But in laboratory-devel oped sensor, the raw speckle images
were captured with an imaging area of 15 x 10 mm with the spatial resolution of 132 x 84

pixels.
1.1
1 - O {4
0.9 f5.6
Af8
¢ 0.8
S 0.7 + 111
3 0.
N f16
< 0.6 -
E 05 o
(o)
Z 04
0.3 &
0.2
0.1
0 5 10 15 25 30
Exposure time (ms)
Fig. 5.2 Normalized exposure contrast curve at various f#
Table 5.1 Comparison of contrast to noise ratio at various f#
Contrast to Noise Ratio (CNR)
Exposure
Time (ms) f# 4 f#5.6 f#8 f# 11 f# 16
To
6.4 16.9 18.1 18.0 21.9 13.9
12.8 10.9 13.1 12.6 14.4 10.3
19.2 9.3 10.5 10.6 11.3 10.1
25.6 85 8.4 9.3 8.0 9.5

From Fig. 5.2 it is understood that, the exposure-contrast curve (normalized) for

different f# givesthe same contrast value in correspondence to shorter and longer exposure

time. So it is difficult to choose the optimum f# from the exposure-contrast curve. The

contrast to noise ratio (CNR) for each exposure time was estimated. CNR is given by:
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2
CNR = Mean K 5.1

standard Deviation of K2

The total frame count of 20 was used to obtain the mean and standard deviation of
K2. The measured CNR was compared between different f#’s and f# which gives the better
CNR can be optimized. Based on the CNR analysis the f# - 11 was optimized to obtain the
raw speckle images with multi-tap CMOS image sensor. The speckle size which given by
f# - 11 was calculated. The speckle size can be estimated by the following equation [2].

d=12(1+M)Ff#2A 5.2

where M is the optical magnification of the camera system and 4 is the wavelength of the
laser source used. The optical magnification of the system is calculated as 0.224. Based on
this, speckle size generated by the multi-tap sensor is about 12.6 um with the configured
f# - 11. The speckleto pixel ratio is about 0.5765.

4-tap camera

Laser
(A =785 nm)

Ground glass
plate

Moving |
stage |
P y/ -

Fig. 5.3 Measurement set-up of multi-tap charge modulation CMOS image sensor
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5.3 Basic Characterization of 4-tap Sensor

The basic capability of 4-tap sensor to distinguish different flow speeds has been
demonstrated by the specimens of Ground glass plate and Intralipose. The flow speed of
both specimen was controlled from 1mm/s to 5Smm/s with the incremental step size of
1mm/s. The programmable exposure patterns of equal and exponential exposure case were
implemented with 4-tap sensor. The performance of exposure patterns was compared in

terms of flow speed to noise ratio (FNR).
5.3.1 Equal Exposure Pattern

At first, the measurement was carried out with equal exposure pattern. The signalsto
each tap (G1-4) which are controlled programmatically by FPGA isshownin Fig. 5.4.

M Pos: 800.0}_15 Measure 1

[0 2 B O B O B O B O R AR R R R R BB A AN

CHi 500V THE M5 00ms
CH3 50.0Y  CH4 500%  4-Feb-1318:34

Fig. 5.4 FPGA controllable signals to 4-tap (Equal exposure)

Theratio of shortest to longest exposuretimeis 1:4 and the unit exposure time (To)
is same in each taps. The measurement was carried out for the unit exposure time (To) of
3.2msand 6.4 msfor Ground glass plate. For Intralipose, the To of 3.2 ms and 4.8 mswas
used. By comparing the wide range of flow sensitivity and better flow speed to noiseratio

(FNR), the suitable unit exposure time (To) was optimized.



Tap 1 Tap 2 Tap 3 Tap 4

10.0 mm

15.0 mm

Fig. 5.5 Equal exposure raw speckle images. (a) Ground glass plate (b) Intralipose

Theraw speckleimagesfor different exposure time captured by 4-tap CMOSimage
sensor at the frame rate of about the video rate and it isshown in Fig 5.5. The unit exposure
time (To) is 6.4 ms and 4.8 ms for Ground glass plate and Intralipose, respectively. The
speckle variance (K?) was calculated in the fixed ROI of 7 x 7 pixels over 20 frames. The
K2 of 20 frames are averaged out. The calculated K? is fitted with the following speckle
model which is the same model used for simulation of high-speed camera data.

(U=AIN? e —1+2x
azy P 2x2

e *—1+x

K2(T) =

Before fitting, the normalization of the measured K2 was done with the K2 of the
static ground glass plate at the longest exposure time of 6.4 ms [3] [4]. Generally,
normalization is performing with the shorter exposure time. But to alleviate the effect of
sensor noise and photon shot noise, longest exposure time was used to choose K2. The
value of K2 obtained by the static ground glass plate at the exposure time of 6.4 msis
0.1709. Note that the speckle averaging parameter () is not used in the speckle model.
From table 5.2, it is clear that the unit exposure time (To) for ground glass plate and

Intralipose was optimized as 6.4 ms and 4.8 ms, respectively.
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Fig. 5.6 K2 curve and vel ocity profile of equal exposure pattern (a) (b) (€) Ground glass
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86

Table 5.2 Comparison of flow speed-to-noise ratio

Flow Speed to Noise Ratio (FNR)
Velocity Ground glassplate Intralipose
(mm/s) To=32ms To=6.4ms To=32ms To=4.8ms
1 1.002 2.119 2.377 3.973
2 2.258 3.259 5.404 4.873
3 3.875 6.775 6.935 3.112
4 5.285 6.443 7.271 3.827
5 6.209 5.309 8.366 7.076

5.3.2 Exponential Pattern Exposure Pattern
The measurement was carried out with exponential exposure pattern to compare the
performance of exposure patterns in terms of FNR. The signals to each tap (G1-4) which

are controlled programmatically by FPGA is shownin Fig. 5.5.

!r;\‘_igpw _____MPos: 800.0us Measure 1

LI I I B B N B A N N B N R R A B R AN ) LN I I I I I I O I OO NN N )

3.118ms?

070 1A B [T '
CH4 500v  4-Feb-1918:42  <10Mz

Fig. 5.7 FPGA controllable signals to 4-tap (Exponential exposure)

The ratio of shortest to longest exposure time is 1:8 and the unit exposure time (To) is
increases exponential in manner between each taps. The raw speckle image captured by 4-

tap sensor with exponential exposure caseis shownin Fig. 5.8.
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Fig. 5.8 Exponential exposure raw speckle images. (a) Ground glass plate (b) Intralipose
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Fig. 5.9 Velocity profile of exponential exposure. (a) Ground glass plate (b) Intralipose

The unit exposure time (To) of expoenetial exposure case is optimized as 3.2 ms and 1.6
ms for Ground glass plate and Intralipose, respectively. From the comaprison of FNR, it is
evident that equal exposure case is better suitable for monitoring the flow speed with less
error rate. The exponetial exposure case may suitable for monitoring wide range of flow
Speed.
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5.3.3 Generation of Flow Speed Map

The flow speed maps of Ground glass plate and Intralipose were mapped with equal
exposure pattern case and it is shown in Fig 5.10. The equal exposure case has better FNR
to map the flow speed. In Fig. 5.10 (b), the two tubes were placed. The upper tube was
filled with Intralipose which was in flow condition (dynamic). And the tube in the lower
side filled with Intraipose which was in static condition. However, brownian motion was

found in the static intralipose fluid.

Actual flow speed
1Tmm/s 2mm/s 3mm/s 4mm/s 5mm/s  (mm/s)

15 mm
Calibrated measured
flow speed

10 mm | (a.)

Fig. 5.10 Flow speed map of 4-tap CMOS image sensor (a) Ground glass plate (b)
Intralipose

The flow speed map with absolute value was obtained by some calibration. The MELSCI
system cannot quantify the absolute flow speed because of severa limitations [5]. The
calibration is based on asimple linear fitting and the equation is expressed as [6]:

1
VMELSCI == y X T_C + 5 5.4
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wherey and 6 are calibration factors (slope and y-intercept). Thus the calibrated measured

flow speed is expressed as.

A
Py (VMELSCI - 6) 5.5

Vear = 2,
The calibration parameters (y, 6) to calculate the calibrated measured flow speed for the

ground glass and Intralipose are (0.04, 0.0143) and (0.2594 0.2898), respectively.
5.4 Movie Acquisition of Flow Speed with 4-tap Sensor

The measurement was done with Intralipose to demonstrate the potential of a multi-tap
charge modulator to perform near-video-rate MELSCI. The two capillary tube with the
diameter of 1mm was placed in the phantoms. The capillary tube at top and bottom side of
the phantom shows the flowing and the static Intralipid fluid, respectively. From the
guantitative comparison of exposure pattern, it is evident that the equal exposure case has
better estimation of flow speed with lower error rate. Therefore, the equal exposure case
with the optimized unit exposure time (To) of 4.8 ms was used to monitor the Intralipose
flow speed changes. The Intralipose fluid pushed by the syringe pump at the rate of 0.017,
0.047, 0.077, 0.177 and 0.277 ml/min, which corresponds to 0.4, 1.0, 1.7, 3.8, 6.0 mm/s.
The measurement was carried out for 60 seconds and the total of 2700 raw speckle images

was captured with aframe rate of 45fps. The flow speed changes at every 12 seconds.

The data processing was done offline using MATLAB R2014b to estimate the
calibrated measured flow speed and to generate the flow speed maps. During data
processing, 40 frames were utilized for each flow speed and a total of 200 frames were
utilized to make a movie. The generated video file enables the visualization of the flow
speed changes and it demonstrated that the laboratory-devel oped multi-tap charge CMOS
image sensor can monitor the flow speed changes at the frame rate of about the video-rate.
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5.5 Summary

Multi-Exposure Laser Speckle Contrast Imaging (MELSCI) system was built with
|aboratory-devel oped multi-tap charge modulation CM OS image sensor which can monitor
blood flow changes at about the video rate. The measurement was carried out with ground
glass plate and Intralipose to demonstrate the potential of 4-tap to measure the flow speed
changes. The flow speed was varied from 1-5 mm/s. The designed exposure patterns were
implemented with 4-tap sensor and its performance was compared based on the Flow
speed-to-Noise Ratio (FNR). The measurement results suggested that, the equal exposure
can monitor the flow speed with lower error rate. The unit exposure time (To) of the multi
tap sensor for ground glass and Intrali pose measurements were optimized as 6.4 ms and
4.8 ms. Finally, to mimic the real-time blood flow changes, the demonstration was
performed with 4-tap sensor at the video rate of 45 fps to acquire the flow speed maps of

Intralipose flow changes to prepare amovie.
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Chapter 6

Conclusion

The recent trends in the development in the high-speed CM OS image sensor paved the way
for the development of multi-exposure laser speckle contrast imaging (MELSCI). The
high-speed sensor can reproduce two-dimensional (2D) blood flow imaging with
quantitative analysis in rea-time. However, the high-speed camera need large internal
memory to store and process the speckle images. It does not argue well in terms of power
efficient and cost efficient. So high power consumption, need of large memory and high

processing capability may lead to large and expensive hardware.
6.1 Main Findings

In this study, a power-efficient MEL SCI system was implemented with laboratory-
devel oped multi-tap charge modul ation image sensor for blood flow speed imaging at near
video rate (~ 30 fps). The multi-tap originally developed for time-of-flight (ToF) range
imaging application. The multi-tap CMOS image sensor operates in the global shutter
mode and every pixel is implemented with multi-storage nodes (FD1-4). The problem of
inter-frame delay was alleviated because there is no idle time in exposure. The exposure
time for each tap are programmable and can be implement with FPGA. The different
exposure patterns (coded, equal, exponential) were designed to implement with multi-tap
sensor. In order to evauate the effectiveness of the proposed method and to finds the

suitable exposure pattern and optimum camera exposure time, the simulation was
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performed with high-speed camera data. A ground on a motorized stage and Intralipose
flowing in atube which controlled by syringe pump were measured. The measurement was
carried out for 1 second. The total of 40000 raw speckle images was captured by high-
speed camera data with a sampling frequency of 40 kHz and with atemporal resolution of
25 ps. The acquired raw speckle images were constructed into 9 datasets to perform data
processing. Each dataset consists of 4096 raw speckle images with atotal exposure time of
102.4 ms. The longer exposure time were obtained by synthesizing the shortest exposure
time of 25 ps. For example, summing of 2 images give the exposure of 50 ps, 4 images
into 1 msand atotal of 4096 images will give an exposure time of 102.4 ms. The K? value
for synthesized 13 exposure times were calculated from the measured data using binary
tree averaging algorithm. The ROI of 7 x 7 pixels were used for calculation. The dense K2
curve with and without averaging a gorithm were compared. It was clear that, the averaging
helps to improve the cal culation of K2, especially at lower exposure time. Because at lower

exposure time, the signal level islessand it affect by noise.

The smulation of multi-tap sensor was performed with reference high-speed
camera data. The exposure pattern of coded, equal and exponential were used for
simulation. During simulation, several unit exposure time (To) were used under the
constraint that the longest exposure timeis less than 33 ms (less than one frame period for
the video rate). The calculated K? value by simulation was compared with measured K2
value. Both K? value matched each other. At first, the fitting was done with the speckle
model which does not consider the effect of static scatterers. In fitting the high speed
camera data, three parameters (5, vn, 7c) were estimated. But in 4-tap case, the fitting was
done by assuming S as K2 value measured by static ground glass at shorter exposure time
of 25 ps. The assumption was required, because estimating 3 parameters from 4 data points
was difficult. The parameters of v, and zc were estimated. From correlation time (zc), the
flow speed was estimated. The measured or estimated flow speed isnot absol ute flow speed
value. Because of several hindrances, the calibration is essential in LSCI to find the
absolute flow speed. Although, the flow speed was extracted with the current speckle
model, the assumption of static scatterers (p) in the speckle model is essential to avoid the
underestimation of flow speed value. The fitting was carried out by considering the effect
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of static scatterers, In the fitting, one additional data points was considered with an

assumption that the normalized K2 becomes unity for a sufficiently short exposure time

(1 ps was considered in this study). This is because only four data points were not
satisfactory for fitting. The comparison of multi-tap sensor with high-speed camera was
doneinterms of flow speed. Thelonger exposuretime mostly resulted in higher sensitivity.
The quality of estimated speed was evaluated by the flow-speed-to-noiseratio (FNR). FNR
is defined as the ratio of the estimated speed to the standard deviation of estimated speed.
The FNRsfor the different To was compared. The To which give high FNR was considered
as optimum exposure time. Overall, the equal exposure pattern gives higher FNR than the
exponential exposure pattern. To was optimized as 6.4 ms and 3.2 msfor ground glass plate

and Intralipose, respectively.

After the verification of multi-tap sensor by simulation, the implementation of
multi-exposure laser speckle contrast imaging system with multi-tap charge modulation
CMOS image sensor was carried out. The basic characterization was done with Ground
glass plate and Intralipose. The flow speed of Imm/s to 5 mm/s with an incremental step
size of 1mm/s was used. The experiments with a four-tap CMOS image sensor
demonstrated that a flow speed map was obtained at a moderate frame rate of 35 fps and
45 fps for ground glass plate and Intralipose, respectively. The movie acquisition of

Intralipose flow speed change was demonstrated with 4-tap sensor at a video rate.
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Appendix

| nvestigation of Optimal Taps

In this study, MELSCI was performed with video rate acquisition using 4 -tap CMOS
image sensor. The arbitrary exposure is implemented by programming the GX (X = 1-4)
signals. However, to taking advantage of the programmable exposure, four taps may not
be optimal. Investigation on the number of optimal taps per pixel and exposure patternsis

necessary in future work.

In designing a multi-tap CMOS image sensor, we have a tradeoff between the number of
taps per pixel and the pixel size. The chargetransfer gate, charge storage diode, and readout
circuit are essential for each tap. We have confirmed that approximately 10 x 10pum? pixel
ispossiblein a0.18um CMOS image sensor process and 22.4 x 22.4um? pixel with 8 taps
has been developed in 0.11um CMOS image sensor process [1]. Basically, pixels with
many taps are useful to measure the whole shape of the K2 curve. Anincreasein the number
of taps can contribute to two advantages: the increase of the estimated signal to noise ratio
due to the averaging effect and complete estimation of all the parameters, p, S, ., and Vo

when illumination intensity is sufficiently strong.

To understand the effectiveness of averaging effect with 6-taps and 8-taps, the
simulation was carried out with the reference high-speed camera data. The simulation of
6-taps and 8-taps with high-speed camera data were done in MATLAB R2017b. The

simulation results will help to investigate the optimal number of taps and its potency to
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measure flow speed. In future the simulation results will help to build up the MELSCI
system with increased number of taps.

The equal exposure pattern and exponential exposure pattern using 6-taps and 8-
taps were designed. The exponential exposure patterns with different total number of taps
assigned with same unit exposure time of To taps (N = 2, 4, 6) were designed. N isthe total
number of taps assigned for the same unit exposure time of To. For example, the ratio of
exposure time for 8-taps with exponential exposure pattern (N =4) isgivenas. [To To To
To 2To 4To 8To 16Tq).

Simulation of 6-taps with High-Speed
Camera Data

The equal exposure pattern with 6-taps are shown in Fig A. 1 The ratios of the shortest to
the longest exposure times are 1:6. Because of increase in the total number of taps, the
averaging of signals can be performed in abetter manner. Therefore, the standard deviation
of the calculated contrast value is expected to improve. For example, to synthesize images
for an effective exposure time of T1 = To, 6 combinations are possible in comparison to the
4 with 4-taps. For T2 = 2To, combination of 5 can be done in comparison to 3 in case of 4-
taps. For exponential exposure pattern with 6-taps, N = 2 and 4 combinations were
designed and shownin FigA. 3and FigA. 5.

The equal exposure pattern with 6 taps was simulated with the high-speed camera data
(Ground glass plate). The comparison plot of fitted K2 curve for various unit exposure time
(To) of 0.1 ms, 0.4 ms, 1.6 ms, 3.2 ms were shown in Fig A. 2. In case of exponential
exposure pattern (N = 2), the various To of 0.1 ms, 0.4 ms, 0.8 ms, 1.6 ms were smulated
and plotted in Fig A. 4. The longer To is expected to produce a good fit of K? values and
provides a largest mean FNR. The mean FNR of various unit exposure times (To) was
estimated. The mean FNR plot for various exposure patterns of 6-taps were compared with
egual exposure pattern of 4-taps.
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Fig A. 1 Equal exposure pattern (6-tap)
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Fig A. 5 Exponential exposure pattern (6-tap, N = 4)
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The comparison of mean FNR with various exposure patterns were shown in Fig
A. 7. The equal exposure with 6-taps gives inappreciable increase in mean FNR in
comparison with equal exposure of 4-taps. But, the optimal exposure time (To) of 3.2 ms
is sufficient to monitor the flow speed with 6-taps (equal exposure). In case of 4-taps To
was 6.4 ms. The mean FNR plot of exponential exposure pattern (N = 2 and 4) were
compared and shown in Fig. 7.7 (c) and (d), respectively. From the comparison, it is
understood that the exponential patterns provide better mean FNR than equal exposure
pattern of 4-taps and 6-taps. The one reason is that the exponential exposure pattern covers
awide of range of exposure time from To to 10To. In case of equal exposure, it coversfrom
To to 6To. The exponential exposure of N = 2 and 4 provided the mean FNR of 17.85 and
17.21, respectively. There is no significant difference in the mean FNR value. So in
conclusion, the exponential exposure pattern with 6-taps (N = 2) provides the better
performance in the measure of flow speed in comparison to the equal exposure pattern of
4-taps and 6-taps. The flow speed shown in Fig A. 6 also confirms that the exponential
exposure pattern (6-taps, N = 2) can measure flow speed with improved SNR.
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Simulation of 8-taps with High-Speed
Camera Data

The equal exposure pattern with 8-tapsisshownin Fig A. 8. The averaging of signals can
be performed in the efficient way because of increase in the number of taps. The mean
FNR of 8-tap is expect to be higher than the mean FNR of 4-tap and 6-tap equal exposure
pattern.
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Equal Exposure (8 tap)
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Fig A. 10 Mean FNR comparison of equal exposure pattern (4-tap and 8-tap)

The mean FNR of equal exposure at optimized To were quantitatively estimated as
14.29 (4-tap), 15.14 (6-tap) and 16.97 (8-tap). The signal to noise ratio of 8-tap due to the
better averaging effect shows the slighter improvement as expected as shownin Fig A. 10.
But still the improvement is not so significant in comparison with 4-tap. Therefore, the
utilization of exponential exposure pattern with 8-tap may be an effective way to improve
the signal to noise ratio.
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The mean FNR plot of exponential exposure pattern (8-tap) for various N’s were
compared with equal exposure pattern (8-tap) and it isshown in Fig A. 14.
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Fig A. 14 Mean FNR comparison of equal exposure (8-tap) and exponential exposure
pattern (8-tap, N = 2, 4, 6)

From the comparison of mean FNR, it is evident that the exponential exposure

pattern can provide the better FNR in comparison to equal exposure case (8-tap). But

choosing the optimal N (count of same To) isvery essentia. As expected, the N of 4 and

6 provide the better signal to noise ratio. N of 2 does not provide the efficient averaging
effect because of the ineffective utilization of 8-taps. N of 4 and 6 effectively utilized
the 8-tapsto perform the averaging. Mean FNR of N =4 and 6 is quantitatively estimated
as 20.32 and 18.08, respectively. The significant difference in the mean FNR is not

observed. Therefore, the optimal N was chosen based on the longest exposure time (Ts).
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N = 4 and 6 gives the total longest exposure time of 34T and 12To, respectively.
The unit exposuretimeis 1.6 ms (N = 4 and 6). The longest exposure time (Tg) for N =
4 and 61s54.4 msand 19.2 ms, respectively. Therefore, the exponential exposure pattern
(8-tap, N = 4) provides the highest signal to noise ratio with atotal acquisition time of
54.4 ms. At the same time, the longest exposure times will help to monitor awide range
of flow speeds. Because the ratio of longest to shortest exposure time is higher. From
simulation, it isevident that the utilization of 8-tap with an optimal exponential exposure
pattern can improve the accuracy in the estimation of flow speed.

The important thing to notice is that the mean FNR of high-speed camerais 14.78.
But the mean FNR obtained by the 6-taps exponential exposure pattern 8-taps
exponential exposure pattern is higher than the reference high-speed camera. The one
possi ble reason might be, the shorter exposuretimes of 1 ps is assigned in simulating 6-
taps and 8-taps and short exposure times (0.05 ms to 1 ms) are not presence in the K?
curve. To investigate the mean FNR of high-speed camera, the high-speed camera data
were processed by assigning the shorter exposure time of 1 ps and excluding short
exposure time of 25 us, 50 ps, 0.1 ms, 0.2 ms, 0.4 ms, 0.8 ms. The K2 curve with and

without short exposure times were compared in Fig A. 15.
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The high-speed camera without shorter exposure times provides the increased mean
FNR of 18.41. The possible reasons are: (1) Because of convergence of all K2 curve at the
same point (2) The K2 value measured at shorter exposure doesn’t provide the better SNR
and therefore eliminating these data points increased the SNR. The best case in each tap
were compared. The summary of mean FNR obtained by various taps and patterns are

given asasummary in Table A. 1.

Table A. 1 Comparison of mean FNR of high-speed camera, 4-tap, 6-tap and 8-tap

Actual High- High-speed Equal pattern | Exponential pattern | Exponential pattern
speed speed camera (4-tap) (6-tap, N=2) (8-tap, N=4)
(mm/s) camera (w/o short To=6.4ms To=3.2ms To=3.2ms

exposure time)

1 10.77 7.52 6.43 6.56 6.28
2 18.93 15.17 8.83 14.02 13.23
3 11.48 27.02 19.21 14.84 20.87
4 13.02 25.71 14.66 24.87 24.98
5 19.71 16.65 22.33 28.95 36.25
Mean
FNR 14.78 18.41 14.29 17.85 20.32

The simulation of 6-taps and 8-taps with reference high-speed camera data were
performed. The various patterns were designed. The comparison of mean FNR were done
to choose the optimal number of taps and best pattern. As a summary, 8-tap was found as
an optimal number of tap in the investigation and exponential exposure pattern is best
suitable for 8-taps. The summarized table gives a suggestion that the 8-taps with
exponential exposure pattern (N = 4) will provide the better SNR to measure thewide range
of flow speed. This simulation studies will help to implement the MELSCI system with

increase number of tapsin future.
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