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  Abstract—Insufficient signal-to-noise ratio (SNR) limits 
the quality of cardiac pulses measured by multi-tap CMOS 
image sensors (CISs). We present an in-pixel temporal 
redundant samplings (TRS) method for enhancing the SNR 
through sampling the charges originated by one individual 
optical scene into the multiple storage taps in turn with the 
identical time window, enabling magnification of the image 
signal in shot noise domain. Modeling indicates the linear 
SNR increases with a factor square root of TRS sampling 
number, which is also verified by characterization results 
utilizing a four-tap CIS. Application results show that the 
high frequency (HF) noise components observed in the 
measured cardiac pulses can be attenuated by 67.9%, 48% 
and 53.6% with heart rate detection accuracies up to 99.7%, 
99.3% and 98.7% by applying TRS modes under given 
conditions of stable ambient, background light (BGL) 
variation and motion disturbance, respectively. Moreover, 
the proposed method is as well foreseeable to be extended 
to other multi-tap-involved imaging applications. 

Index Terms—CMOS image sensor (CIS), multi-tap pixel, 
temporal redundant samplings (TRS), signal-to-noise ratio 
(SNR), physiological sensing, modeling, characterization. 

I. INTRODUCTION 
N THE past decade, CMOS image sensors (CISs) with 
multiple in-pixel storage nodes, known as multi-tap CISs, 

have gained remarkable developments. The impressive 
functionality of one-shot multi-image capturability allows 
those devices to be employed by up-to-date imaging systems, 
particularly time-of-flight (ToF) depth finders [1]-[5], 
computational photographers [6]-[8], and time-resolved 
biomedical imagers [9]-[11]. Furthermore, recent works 
[12]-[14] have also realized measuring crucial vital indicators, 
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e.g. cardiac pulse (heart rate) and its variability, remotely via 
facial skin by utilizing two or four-tap near infrared (NIR) 
lock-in pixels with lateral electric filed charge modulator 
(LEFM) technique [15], extending the application of multi-tap 
CISs to a further step toward physiological signal monitors. 
    Previous studies revealed that the raw physiological signal, 
by which the cardiac pulses can be measured, is extremely 
weak (less than 1% of imager detected output) compared to the 
large offset components corresponding to light reflection and 
diffusion through facial tissues. Signal-to-noise ratio (SNR) of 
the imager output, accordingly, is of primary importance to 
determine the quality of cardiac pulses obtained by 
physiological sensing. Typically, as regards a solid-state 
imager, SNR can be limited either by input-referred read noise 
or shot noise (given by the square root of signal) up to the light 
conditions. The cardiac pulse measurement works under bright 
scene due to necessary synchronizations between the imager 
and auxiliary NIR emitters. Therefore, larger charge handling 
capability [i.e. full well capacity (FWC)] would be preferable 
for the promotion of non-saturated signal level and, hence, of 
the SNR. Normally, regarding applications using multi-tap 
CISs, each individual image signal is treated by each single tap. 
This indicates that the achievable FWC of a multi-tap pixel is 
defined by the maximum charge capacity of one tap only, the 
area of which, however, is dramatically limited by the 
complicated layout created by the multi-tap configuration. As a 
result, to increase FWC by simply enlarging per tap area is 
difficult. On the other hand, the approaches for deepening the 
potential well (i.e. increasing the capacitance density of pinned 
diode) of the tap are alternatives to allow more charges per tap 
being accumulated, whereas the smaller potential difference 
causes deterioration in charge transfer efficiency between taps 
and floating diffusions (FDs). Therefore, the main solutions 
that are capable of improving charge handling capability in 
ordinary CMOS pixels are less adoptable from a perspective of 
multi-tap pixel design. In addition, pixel counting enlargement 
in region-of-interest (ROI) area, as mentioned in [12], presents 
helpfulness on high frequency (HF) noise reduction, leading to 
a better SNR in cardiac pulse wave. Nevertheless, larger spatial 
resolution, required by pixel counting increasing within a fixed 
scene (facial area), is a challenge for multi-tap pixels. 
    In this article, we present an in-pixel temporal redundant 
samplings (TRS) method aimed at improving SNR of multi-tap 
CISs without any modifications of pixel layout or fabrication 
process. This method samples an individual image signal by 
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multiple times with the aid of in-pixel storage resources made 
by taps, leading to a magnified FWC, and, therefore, better 
SNR performance. The proposed technique is comprehensively 
verified through modeling, characterizations, and is ultimately 
demonstrated in real cardiac pulse measurements. The 
application results show apparent improvements particularly on 
HF noise reductions under varieties of ambient conditions. 

II. CONCEPT OF THE PROPOSED METHOD 

A. TRS Method With Multi-Tap Pixels 
Fig. 1 schematically shows a typical example of the multi-tap 

pixel design, which is composed of a photodiode (PD) for 
photon sensing, multiple storage diodes (taps) gated by 
switching gates (TGs) for image signals (S1, S2, …, SM) 
samplings, a transfer drain (TD) for sweeping unwanted 
charges, and four transistor (4T)-based topologies with transfer 
gates (TXs), floating diffusions (FDs), source followers (SFs) 
for pixel signals reading. The taps, each of which accumulates 
the charges originated by PD through delivering programmable 
signals to TGs, enabling a basic functionality for multi-tap 
imaging application.  

Fig. 2 conceptually depicts the proposed TRS operation 
offered by an M-tap pixel. In this method, the charges 
stimulated by one optical source (e.g. auxiliary light pulse) are 
redundantly sampled by multiple times (maximum = M) by 

switching, in turn, the TGs ON and OFF with an identical pulse 
width each, as shown in Fig. 2(a). Benefited from this operation, 
the target image signal can be equivalently amplified in charge 
domain by a factor proportional to TRS sampling number after 
integrating the sampled sub-signals tap by tap, as illustrated in 
Fig. 2(b). In other words, the effective FWC of the multi-tap 
pixel is as well gained by the same factor led by TRS, thereby 
the enhancement of SNR is expected. 

B. SNR Modeling With TRS 
The impact of the TRS operation on the enhancement of 

SNR can be quantitatively investigated by modeling hereafter. 
Initially, the linear SNR of a multi-tap CIS operating at the 

conventional mode can be calculated as 
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where S and k are the output signal (after dark level subtraction) 
and conversion gain (CG) of the single tap, respectively. NS is 
the number of signal electrons. 2

R  is the power of 
input-referred read noise. 

Then, when the TRS operation is supplied with a sampling 
number of M, the SNR calculation would be expressed as 
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where NSi is the electron number of the i-th tap. Note that the 
TRS sub-signals (Si) are recommended to be integrated by 
off-chip processing to avoid extra pixel or readout circuit 
design. This leads to an accumulation of the input-referred 
noise in power domain when signals are eventually integrated, 
as reflected by  2

RM   in (2). Meanwhile, given that 
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where SN denotes the average number of the sampled signal 
electrons by TRS, equation (2) can be simplified as 

 2
2

2
. (4)

S
M TRS

S R

S

S R

M NSNR
M N M

NM
N










  

 


                      

Hence, the factor of SNR enhancement triggered by M times 
TRS is able to be deduced by comparing with (1) as 
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Equation (5) indicates that SNR of an M-tap CIS can be 
maximally enhanced by a factor of M  with the TRS 

 
Fig. 1. Schematic of a typical multi-tap pixel with LEFM TGs and
4T-based readout topologies. 

 
(a) 

 
(b) 

Fig. 2. Proposed TRS operational method for the pixel with M-tap 
storability. (a) Timing diagram. (b) Integration processing. 
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operation. Note that 
SN should be ideally equal to the electron 

number from each single tap when properties of the taps are 
perfectly matched with each other. However, unfortunately, the 
nonideal factors (e.g. nonlinear responses, modulated charge 
transfer uncertainties, CG mismatches, etc.) induced by 
inherent device defects or process imperfections are likely to 
produce deviations on tap outputs, causing an inaccuracy of the 
SNR enhanced factor led by TRS. 

The modeling clarifies that the TRS efficiency strongly relies 
on the available tap quantities. In other words, the more taps 
involved in the TRS operation, the larger the SNR enhanced 
factor is attained. On the other hand, the superiority of the 
imaging functionalities benefited from multi-tap configuration 
would be, however, weakened due to the decrease of the tap 
resources. To deal with this issue, the tradeoffs between the tap 
resources and application demands should be flexibly 
considered to maximize the TRS efficiency while preserving 
the necessary functionalities in the cases of real applications. 

C. Feasibility of TRS in Cardiac Pulse Measurement 
Cardiac pulses have been reported to be remotely measurable 

using multi-tap CISs with NIR light lock-in techniques under 
various ambient conditions, e.g. stable or unstable background 
light (BGL) [12], [13], artificial motion [14], etc. In terms of the 

pixel operational differences with respect to those different 
conditions, the proposed TRS method can be implemented by 
three operational modes with, for instance, a four-tap pixel 
configuration, as illustrated in Fig. 3. Fig. 3(a) shows the basic 
TRS implementation allowing cardiac pulses to be measured at 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Implementations of TRS modes based on a 4-tap pixel for cardiac pulse measurement application. (a) q-TRS mode under stable ambient 
conditions. (b) d-TRS mode for BGL rejection. (c) d-TRS mode for motion tolerance. 

 
Fig. 4. Simplified block diagram of the 2-tap-pixel based interdigitated
4-tap driving scheme proposed in [14] with in-pixel layout. 
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a stable ambient environment, where the BGL is dark or 
exhibits comparatively constant brightness1, and the subject 
keeps still. Under this case, the tap resources can be maximally 
used for launching a quad-TRS-wise (q-TRS) operation, by 
which the amplitude of the effective NIR signal is quadrupled, 
thus resulting SNR extension by a factor of 2. Note that a time 
delay (TToF) is necessary to be introduced between the raising 
edges of NIR pulses and TG1 pulses for avoiding the charge 
sampling delay due to ToF effects caused by remotely sensing. 
Fig. 3(b) shows the TRS strategy for cardiac pulse measuring 
against fluctuated ambient brightness when BGL tolerance is 
essential. Since a couple of taps has to be contributed 
beforehand to the BGL samplings with and without NIR signal, 
respectively, the TRS operation can only be permitted after 
BGL subtractions are applied. Thus, dual-TRS (d-TRS) is 
feasible to be adopted to double the BGL-rejected signal with, 
accordingly, an SNR enhanced factor of 2 . Similar to q-TRS, 
TToF should be set as well in d-TRS between the falling edges of 
NIR pulses and TG pulses with NIR duties to prevent the NIR 
signal from being delayed to BGL-only signal sampling phases. 
Fig. 3(c) shows the TRS mode for cardiac pulses measuring 
with dual-band lock-in technique dedicated to artificial motion 
mitigation. As presented in [14], motion effect can be reduced 
in this application by dividing the two lock-in signals generated 
by dual-NIR-band light pulses to eliminate the offset signal 
component which is very sensitive to the subject movements. 

 
1 Indoor lighting is also allowable as long as the light meets an 

integral multiple frequency with CIS frame rate. 

Hence, in this mode, the four tap resources can be divided into 
two groups, each possesses double taps bound for an individual 
NIR wavelength. Therefore, d-TRS is able to be provided by 
the couple of taps belonging to each group for gaining SNR 
enhancement before the ratio of dual-band signals is taken. 
Correspondingly, TToF still needs to be added to the concerned 
pulse edges, as marked in Fig. 3(c). 

It is of importance to notice that the aforementioned TRS 
modes, as well as the conventional operations, can be simply 
switchable according to the real application situations by means 
of reprogramming the control sequences supplied to the light 
sources or TG gates. This implies that the presented TRS 
method features good feasibilities in multi-tap based cardiac 
pulse measurements. Furthermore, promising compatibilities of 
the proposed concept with other multi-tap imaging applications 
are also well predictable. 

III. CHARACTERIZATIONS AND DISCUSSION 
To verify the effectiveness of the proposed method, the CIS 

with interdigitated four-tap pixels, the specifications of which 
were reported in [14], has been used for TRS (specifically, the 
variations of no-TRS, d-TRS, q-TRS) characterizations. A 
simplified block diagram of the interdigitated four-tap driving 
scheme as well as the pixel layout is reviewed in Fig. 4. In this 
section, the pixels are operated at four-tap modulation similar 
to the one shown in Fig. 3(a). The pulse width of TGs is set to 
0.5 μs each. The TRS variations are evaluated by using 
respectively the output data from one tap (no-TRS), 
summations of two taps (d-TRS) and four taps (q-TRS). 

         
Fig. 5. Photo response characteristics of 4-tap TRS variations measured by 3746-K light source with a collimator at 25 ℃. (a) Responsivity. (b) PTC.

       
Fig. 6. Comparisons of the measured SNR characteristics versus TRS variations with the model predictions. (a) SNR on linear coordinates. (b) SNR 
on logarithmic coordinates with zoomed-in inset for highlighting read noise domain. (c) SNR enhanced factors. 
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Fig. 5(a) shows the averaged outputs as a function of light 
intensity. The output digital numbers (DN) are converted to 
electrons (as NS presented in Section II-B) for compensating the 
CG mismatches between each tap. As can be seen, fairly similar 
linearity curves with approximately uniform signal differences 
at each illuminance are obtained. The linear FWCs are 
measured as 3000 e, 6700 e, 14300 e correlated to no-TRS, 
d-TRS, q-TRS, respectively, indicating that charge handling 
capability of a multi-tap pixel increases proportionally versus 
TRS sampling number. It is observed that the FWCs obtained 
by d-TRS and q-TRS are not precisely double and quadruple 
the one measured with no-TRS. This can be interpreted by the 
linearity variation between each tap. Fig. 5(b) plots the photon 
transfer curves (PTCs) of three TRS variations. To facilitate 
comparisons, the output from one tap (SD1 of odd column 
pixels in Fig. 4) is referred to as a reference signal, which is 
common to all curves. One can see from Fig. 5(b) that a 
proportional behavior to TRS sampling number appears not 
only at the noise variances dominated by shot noise, but also at 
the ones dominated by read noise (σR). This can be explained by 
the read noise power accumulation caused by the TRS signals 
integration at the off-chip stage, as mentioned in Section II-B. 

 Based upon the data harvested from Fig. 5, the SNR 
characteristics versus TRS variations are further reported in Fig. 
6 where the results between measured data and model 
estimations are also compared. The σR for model calculations, 
as discussed in Section II-B, is determined here as 4.2 e-rms. 
This is obtained by the mean standard deviation of the dark 
outputs from the reference tap within 100 frames at 25 ℃. Fig. 
6(a) and (b) respectively plot SNR results on linear and 
logarithmic coordinates for highlighting the properties in shot 
noise and read noise domains simultaneously. As can be 
observed, good agreements between measured data and model 
predictions are exhibited with averaged deviations of 8.24%, 
8.13%, and 9.98%, respectively for no-TRS, d-TRS, and q-TRS. 
The enhanced factors of SNR (ΔSNR) led by d-TRS and q-TRS 
are plotted afterwards in Fig. 6(c). It is shown that d-TRS offers 
ΔSNR a mean of 1.46 with standard deviation (S.D.) of 

0.06-rms, whereas those for q-TRS are measured as 2.03 and 
0.17-rms, respectively. Both mean ΔSNRs are extremely 
approach to M (model prediction) with respect to varied TRS 
modes, indicating the effectiveness of the modeling work, and, 
therefore, of the proposed method. Moreover, the phenomena 
of ΔSNR fluctuations occurred in both TRS modes [see Fig. 
6(c)] are attributed to the influences of nonideal factors other 
than CG mismatches (already compensated) on tap outputs, as 
mentioned in Section II-B. It is possible to further compensate 
those nonideal factors by increasing the number of frames for 
each data point to acquire more stable ΔSNR trends, but beyond 
the scope of this article. 

Additionally, based on the characterization results reported 
in this section, one can observe that the FWC (3000 e) and 
dark noise (4.2 e-rms) show obvious differences from the ones 
(4200 e and 0.67 e-rms, respectively) achieved in [14] by the 
same CIS. The mechanisms behind these deviations are worth 
discussing hereafter. As regards the FWC characterization, 
constant biases were applied to the modulation gates (i.e. TG1 
ON, TG2 and TD OFF) in case of the previous work, thus 
allowing the potential well of SD1 to be extended towards the 
modulation channel between TGs (see Fig. 4), resulting in an 
expansion of the effective storage area. However, with the TRS 
operation used in this article, the aforementioned extra potential 
well is disappeared when TGs turned OFF simultaneously at the 
end of each modulation cycle, leading to lower charge handling 
capabilities at SD nodes. The deviation of the noises can be 
attributed to the difference of the noise characterization 
methods. Specifically, this article measures the mean noise 
over all pixels for SNR calculations, whereas the previous work 
picked up the noise from the peak probability appeared in noise 
histogram. With the latter method, the low frequency 
components (1/f, random telegraph noises, etc.) behaving larger 
noise levels but lower probabilities are less considered, 
thereupon a better noise performance tends to be attained. 
Furthermore, the TRS operation with fast gating signals 
produce possibly additional noise causes in comparison with 
the constant state measurements applied in [14], such as, e.g. 

 
Fig. 7. Experimental setup of the cardiac pulse measurements involved in this work with the table (left bottom) listing necessary information and the 
photographs showing real environments of hardware (right top) and software (right bottom) configurations. 
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coupling noise between pixel array and analog-to-digital 
converter (ADC) or other readout circuitries with high speed 
operating clocks. 

IV. APPLICATION RESULTS 
This section is dedicated to show the evaluation results of the 

cardiac pulse measurements with applying the TRS modes 
introduced in Section II-C. Fig. 7 shows the experimental setup, 
in which a camera module with the utilized four-tap CIS, and a 
graphical user interface (GUI) for cardiac pulses data streaming 
are chiefly included. Moreover, two NIR light emitting diode 
(LED) families centered at wavelengths of 880 nm and 760 nm, 
as well as a BGL LED stimulated by a functional generator are 
respectively mounted to the front and top of the camera module 
for experimental requirements. Synchronizations between the 
LEDs and the CIS are supported by an off-chip field 
programmable gate array (FPGA). The subject is located at an 
approximately 50 cm distance from the camera lens, and the 
position of the measurement is on the facial skin close to the 
mouth. A commercial blood volume pulse (BVP) bio-sensor 
(Procomp2 [16], Thought Technology Ltd.) is introduced to 
also measure the cardiac pulses simultaneously via fingertips 
for data comparisons. The measurement is performed indoors 
with an initial ambient illuminance of 1000 lux. This indoor 

lighting features an AC frequency of 60 Hz, which is double 
faster than that of the CIS sampling rate (30 Hz), thus feeding 
only a constant offset to the output signals by the CIS. 

The cardiac pulses measured with and without in-pixel TRS 
under the given conditions of stable ambient environment, 2.4 
Hz BGL fluctuation, and approximately 0.5 Hz head motion are 
respectively reported in Fig. 8(a)-(c), where Fast Fourier 
Transforms (FFTs) are applied to each waveform for further 
analyses in frequency domain. It is worth noting that detrending 
method [16] has been performed to the raw cardiac pulses 
outputted by the imager for avoiding the influences of low 
frequency fluctuations (induced by the involuntary motions 
such as respiration, etc.) on the readabilities of FFT results. 
Hence, y-axes of the waveforms are displayed by arbitrary unit 
(a.u.), as illustrated in Fig. 8. From Fig. 8(a), one can observe 
that the cardiac pulse wave with q-TRS method [see Fig. 3(a)] 
is clearly improved compared to that without TRS. An 
excellent heart rate detection accuracy up to 99.7% is achieved 
comparing with the reference data provided by the bio-sensor. 
FFT results reveal in depth that the integration of power 
spectrum density (PSD) (Pint) versus the HF noise component 
(typically larger than 5 Hz, according to the frequency range 
other than the fundamental signal and two harmonics [18]) can 
be reduced by 67.9% with q-TRS mode. This is definitely due 

 

 

 
Fig. 8.  Detrended cardiac pulses extracted by sensor outputs with and without in-pixel TRS under the conditions of (a) stable ambient environment, 
(b) BGL disturbance, and (c) motion disturbance, respectively. FFTs (normalized) are applied to each corresponding pulse wave for frequency
domain analyzing to characterize the effects of TRS on HF noises reduction in the measured cardiac pulses. 
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to the merit of sensor SNR enhancement led by the proposed 
method. Similarly, as shown in Fig. 8(b) and (c), the measured 
heart rate accuracies can be promoted to 99.3% and 98.7% 
under the conditions of BGL and motion disturbances, 
respectively, by applying the correlated d-TRS modes [see Fig. 
3(b) and (c)]. Correspondingly, the PSD integrations obtained 
from FFT analyses are reduced by 48% and 53.6%, respectively, 
versus HF noise components. 

In conclusion, the validity of the proposed method toward 
the real application has been demonstrated. Particularly, the HF 
noise components coupled on the effective cardiac pulse 
signals can be significantly attenuated by the proposed in-pixel 
TRS operations. 

V. CONCLUSION 
In this work, an in-pixel TRS technique for improving the 

SNR performance of multi-tap CISs is presented, modeled and 
characterized. By means of this method, the image signal is 
allowed to be sampled multiple times in temporal domain by 
the available tap resources, resulting in a significant promotion 
of in-pixel charge handling capability. The positive impact of 
the presented method on application has been demonstrated 
through cardiac pulse measurements under various ambient 
conditions using a four-tap CIS combining with NIR lock-in 
techniques. The concept we proposed can be further introduced 
to other multi-tap imaging applications by taking account of 
specific tradeoffs between the tap resources and application 
requirements. 
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