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ABSTRACT

The past decade has seen a surge in research using time series data to analyze

and understand both known and unknown phenomena in the natural sciences. Time series

data inherently contain a mix of dynamic and stable behaviors: dynamic behaviors reflect

sudden changes, and stable behaviors reveal persistent patterns. These behaviors appear in

the three primary time series components: trend, seasonal, and residual components. The

trend component represents the long-term or movement, the seasonal component represents

the repeating cycles at their specific intervals (e.g., weekly, monthly, yearly), and the residual

component represents the noise remaining after extracting trend and seasonal components.

The intertwining of these components and behaviors often complicates the analy-

sis to distinguish and interpret underlying insights. One technique that tackles the tangle

within time series data is time series decomposition. It is a crucial technique for sepa-

rating original data into its trend, seasonal, and residual components. This separation

helps analysts clearly understand dynamic and stable behaviors in those components. Such

clarity not only enhances analytical capabilities but also supports more informed decision-

making. However, traditional decomposition methods face significant challenges. Firstly,

those methods are not suitable for streaming data, where behaviors continuously change

over time. Secondly, their effectiveness heavily depends on specific input parameters (e.g.,

segmentation size and buffer size).

In this thesis, we propose three novel time series decomposition methods in re-

sponse to these challenges: Elastic Data Binning (EBinning), Online Season Length Esti-

mation (OnlineSLE), and Adaptive Seasonal-Trend Decomposition (ASTD). Each method

v



is designed to extract insights from dynamic and stable behaviors in time series compo-

nents with enhanced flexibility and minimal reliance on predefined parameters. EBinning

is a novel, parameter-free method that effectively captures dynamic behaviors in the trend

component, which is crucial for analyzing phenomena in the natural sciences. This method

dynamically adjusts segmentation sizes based on observed data behaviors, allowing for more

accurate capture of significant changes without manual adjustment. Additionally, EBinning

is specifically designed to capture phenomena that are both unknown and short-lived. Its

adaptability makes it especially useful in environments where characteristics of the trend

component continuously change over time.

OnlineSLE method rapidly and accurately identifies season lengths in time series

data, referring to the intervals of cycles that characterize the seasonal component. Un-

like EBinning, which focuses on trend components, this method interprets the stable and

unstable behaviors of the seasonal component in real-time by estimating season lengths.

Constant season lengths indicate stable behaviors, while changing season lengths indicate

unstable behaviors. This precision in estimation ensures that the season lengths are ac-

curately aligned with the observed behaviors in the time series, thereby enhancing the

reliability of the real-time decomposition.

Finally, ASTD is a parameter-free method for the real-time decomposition of sea-

sonal and trend components. This method integrates the Seasonal-Trend Decomposition

technique with OnlineSLE, enabling it to utilize the optimal season length for decomposi-

tion. This integration allows ASTD’s decomposition results to accurately reflect stable and

unstable behaviors in the seasonal component. However, a remaining challenge for ASTD
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is effectively capturing dynamic behaviors in the trend component, which could potentially

be addressed by integrating EBinning with ASTD in future enhancements.

We conducted extensive evaluations of these methods using synthetic datasets.

Additionally, we showcased their versatility across various fields, including astronomy, me-

teorology, and cardiology, emphasizing their robustness and broad applicability. The results

demonstrate their superiority over traditional methods such as latency time, accuracy, de-

composition quality and more. Those results highlight significant advancements in three

methods to distinguish and interpret dynamic and stable behaviors for each time series

component in streaming data. Our proposed methods provide valuable tools for scientists

to enhance their knowledge and gain insights into phenomena in the natural sciences. We

intend to present these methods as tools for distinguishing and interpreting behavior in

time series, but also as a foundation for further exploration in the broader domain of time

series data mining. They hold potential for applications in prediction, forecasting, anomaly

detection, and discord discovery.
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Chapter 1

Introduction

Time series data are especially valuable in the natural sciences, where they help sci-

entists explain known phenomena and discover new ones. Beyond their role in observation,

time series data are an integral part of scientific inquiry, facilitating the study of tempo-

ral dynamics. They serve crucial analytical roles in various fields such as tracking stock

price movements in finance, detecting temporal phenomena in astronomy, assessing climate

phenomena levels in meteorology, monitoring network reliability in information technology,

and more. We showcase the examples of time series data from various fields in Figure 1.1.

Figure 1.1 (Top) shows a time series from the Tomo-e Gozen system1. This time

series is a measurement of the light intensity of a celestial object and contains noise from

turbulence. It is known as a light curve2. Figure 1.1 (Bottom) shows a time series from

the National Centers for Environmental Information (NOAA), representing daily mean

1The Tomo-e Gozen is an optical wide-field video observation system composed of a mosaic CMOS camera
mounted on the 1.05 m Kiso Schmidt telescope. https://tomoe.mtk.ioa.s.u-tokyo.ac.jp/

2Light curve is described in detail in Chapter 3.
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Figure 1.1: Time series data example in various fields. (Top) Light intensity measurements

of a celestial object, illustrating the astronomical time series data. (Bottom) Daily mean

sea surface temperature (SST) data, showcasing an example of time series data used in

meteorological monitoring.

sea surface temperature (SST) [75]. Although these datasets are invaluable for scientific

analysis, they are inherently complex and characterized by static, dynamic, stable, and

unstable behaviors.

Dynamic and unstable behaviors, or changes in a time series, include sudden shifts

or spikes in data points that can disrupt the overall stability of the series. These behaviors

may also involve changes in cycle lengths or patterns, adding to the complexity. In contrast,

stable and static behaviors, such as the predictable seasonal cycles observed in meteorologi-

cal data or steady economic trends, are foundational for forecasting and long-term planning.

Moreover, these behaviors also include unvarying trends where data points remain constant

over time. Understanding the interplay between these behaviors is crucial for analysis, as
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Figure 1.2: Data decomposition results for Figure 1.1. (Top) Light curve sketch with red

lines showing mean values of segments from data binning and green lines marking Kepler

flare artifacts. (Bottom) SST data cycles from seasonal-trend decomposition.

it involves distinguishing meaningful signals from noise and understanding how both can

influence or distort the perceived phenomena. This characterization presents a significant

challenge for scientists aiming to interpret the data meaningfully.

To give the reader a better understanding of why time series data are challenging

to interpret meaningfully, we pose two questions related to Figure 1.1: ‘Can we identify the

transient changes in the light curve?’ and ‘Are the seasonal cycles of SST stable?’ Charac-

terizing the behaviors of these series requires careful monitoring. A thorough understanding

of the data is essential, as simple analysis may not be sufficient. Here, we demonstrate an

alternative way to visualize these time series data, showing how time series decomposition

can improve interpretation, as shown in Figure 1.2.
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In Figure 1.2 (Top), we utilize data binning3, which decomposes the time series

into segments and calculates the mean for each segment. The results are visually represented

by the red line, which indicates the mean value of each segment. By examining this line,

we can distinctly detect a sudden change at timestamp 200. This change is a phenomenon

called a Kepler flare, which is characterized by a rapid rise followed by a slow decay [23, 34].

This pattern is typical of stellar flares in the universe.

Moving on to Figure 1.2 (Bottom), we utilize seasonal-trend decomposition4 to

extract trends, cyclical properties, and noise within the time series. To address the earlier

question regarding the stability of cycles within the SST data, we plot these cycles from the

decomposition results. These temperature cycles are influenced by seasonal variations, this

fact was reported in the literature [98]. This visualization allows readers to quickly discern

the cyclical properties within the time series. This highlights the importance of using

time series decomposition techniques like data binning and seasonal-trend decomposition

to extract and refine meaningful insights hidden within the time series data.

Time series decomposition is a preprocessing technique that breaks down com-

plex data into more manageable and interpretable components, analogous to untangling a

knotted rope to examine each individual strand [8, 45, 130]. This technique helps clarify

the data, improving our understanding and facilitating processing for data analysis. The

outcome of time series decomposition is important for various applications in data mining

tasks, such as anomaly detection, time series forecasting, and classification.

In this thesis, we propose methods for time series decomposition with a particular

3Data binning is discussed in Section 2.2.1.
4Seasonal-trend decomposition is discussed in Section 2.2.3.
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focus on applications in the natural sciences. Time series data in the natural sciences

often exhibit specific features such as noise with large amplitude, cyclical variations, and

trend variations. These characteristics result in a high signal-to-noise ratio, posing unique

challenges for analysis. As shown in Figure 1.1, we observe that the impact of noise affects

our ability to understand or recognize the underlying patterns and phenomena. Therefore,

we liken our approach to carefully untangling a knotted rope, where meticulously separating

each component or segment substantially enhances our ability to analyze and comprehend

the natural phenomena being studied.

1.1 Our Contributions

In this thesis, we propose several novel methods in the field of time series de-

composition, with a special emphasis on their applications within the natural sciences. The

contributions detailed below not only enhance traditional techniques but also introduce new

capabilities for real-time analysis. Our contributions include:

• We propose Elastic Data Binning, a novel method that dynamically adjusts free pa-

rameters based on specific periods and data characteristics. This method significantly

enhances the adaptability and accuracy of capturing unstable behaviors in trend,

that reflect to temporal phenomena such as stellar flares. Moreover, it is particularly

effective in reducing noise in time series, ensuring more reliable analysis.

• We propose Online Season Length Estimation for dynamic analysis of streaming time

series data. This method accurately estimates the duration of cycles within a dataset,
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which is crucial for understanding dynamic behavior. Online Season Length Estima-

tion offers fast and precise estimations, pivotal for real-time data analysis.

• We propose Adaptive Seasonal-Trend Decomposition, a novel method for real-time de-

composition of streaming time series data. This method is parameter-free, eliminating

the need for user-defined assumptions that can lead to errors in decomposition.

• We demonstrate that our proposed methods exhibit minimal or no influence from

specified input parameters, reducing the risk of error or bias. This ensures more

robust results, as evidenced by key metrics such as accuracy rate and decomposition

quality.

• We demonstrate the effectiveness of our proposed methods across real-world datasets

in various fields such as astronomy, meteorology, and cardiology. Moreover, we evalu-

ate our proposed method through key metrics including decomposition quality, accu-

racy rates, and computation speed. These results highlight that our methods consis-

tently outperform traditional methods in terms of both efficiency and accuracy.

1.2 List of Publications

The referred publications are as follows:

• T. Phungtua-Eng, Y. Yamamoto. Adaptive seasonal-trend decomposition for stream-

ing time series data with transitions and fluctuations in seasonality. In Proceedings of

the 2024 European Conference on Machine Learning and Principles and Practice of

Knowledge Discovery in Databases (ECML-PKDD), (To appear) [86].
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• T. Phungtua-Eng, Y. Yamamoto. A fast season length estimation using sliding dis-

crete Fourier transform for time series streaming data. In Proceedings of the 16th

International Congress on Advanced Applied Informatics, pages 482–487. [84].

• T. Phungtua-eng, S. Sako, Y. Nishikawa, and Y. Yamamoto. Elastic data binning:

Time-series sketching for time-domain astrophysics analysis. SIGAPP Appl. Comput.

Rev., 23(2):5–22, 2023 [83].

• T. Phungtua-Eng, Y. Yamamoto, and S. Sako. Elastic data binning for transient pat-

tern analysis in time-domain astrophysics. In Proceedings of the 38th ACM/SIGAPP

Symposium on Applied Computing (SAC’23), pages 342–349, 2023. [91].

• T. Phungtua-Eng, Y. Yamamoto, and S. Sako. Dynamic binning for the unknown

transient patterns analysis in astronomical time series. In Proceedings of the 2021

IEEE International Conference on Big Data (BigData), pages 5988–5990, 2021 [89].

• T. Phungtua-Eng, Y. Yamamoto, and S. Sako. Detection for transient patterns with

unpredictable duration using chebyshev inequality and dynamic binning. In Proceed-

ings of the 9th International Symposium on Computing and Networking Workshops,

pages 454–458, 2021 [88].

• T. Phungtua-eng, Y. Yamamoto, and S. Sako. Transient pattern detection from

streaming nature data. In Proceedings of the 8th International Symposium on Com-

puting and Networking Workshops, pages 435–439, 2020 [87].
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1.3 Organization of the Thesis

The remainder of this thesis is organized as follows. Chapter 2 provides a back-

ground on time series data and time series decomposition. Chapter 3 describes the Elastic

Data Binning method, a time series decomposition technique to capture transient changes

for time-domain astrophysics analysis. Chapter 4 describes the Online Season Length Es-

timation method, used for analyzing cyclical properties within streaming time series data.

Subsequently, Chapter 5 describes the Adaptive Seasonal-Trend Decomposition method,

which integrates online season length estimation into the seasonal-trend decomposition

technique for decomposing streaming time series data. After detailing our three proposed

methods, Chapter 6 summarizes how these methods can be applied to solve problems in

the application domain and discusses the remaining challenges. Finally, we conclude and

discuss directions for future work in Chapter 7. The appendix includes URLs for further

information on our methods, existing methods, and datasets used in this thesis, intended

for those wishing to explore these resources and reproduce the results.
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Chapter 2

Time Series Components and

Decomposition

Time series decomposition involves breaking down time series into components

such as long-term trends, cyclical behaviors, and irregularities [8, 45, 107]. This process

helps to analyze and interpret the various underlying behaviors within the data, improving

the precision of subsequent analyses. It is useful for predicting future trends, detecting

anomalies, and understanding cyclical behaviors. The goal of time series decomposition

is to extract relevant characteristics from the original time series by separating it into its

constituent components. Our proposed methods align with this goal. Before delving into

the details of these methods, it is crucial to have an understanding of the characteristics of

time series and the mechanism of time series decomposition.

This chapter is the foundation for the understanding of the preliminary concepts

used throughout the rest of this thesis. Section 2.1 begins with an overview of time series
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data, explaining its characteristics, importance, and applications in various domains. Fol-

lowing this introduction, Section 2.2 delves into the state-of-the-art methods for analyzing

time series, with a focus on time series decomposition. This section aims to showcase the

advancements in the field and how these methods are applied to extract meaningful insights

from complex time series data. By providing this background, the chapter sets the stage

for the subsequent exploration of innovative time series decomposition methods developed

in this thesis. Finally, we offer conclusions in Section 2.3.

2.1 Time Series

The time series data are utilized in this thesis are one-dimensional time series

data. As previously mentioned, these consist of sequential measurements over time, where

the x-axis represents the timestamp and the y-axis represents the measurement value at

each timestamp. We begin by defining of a time series:

Definition 1 A time series Y is a sequence of measurements taken over the time, denoted

as Y = (Y1, Y2, . . . , Yt), where t represents the last time index and indicates that the series

contains t observations.

The time series comprises three components: trend, seasonal, and residual [8, 19,

45, 107, 130]. These components are collectively represented as:

Definition 2 The time series Y consists of three components, formally expressed as: Y =

T + S + R, where Y denotes the original time series, T denotes the trend component, S

denotes the seasonal component, and R denotes the residual component. Each component

itself is a time series.
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Here, the details of each component are described below:

• Trend component (T ) represents the long-term direction or movement in the time

series [8, 19, 45, 54, 97, 125]. It captures the underlying pattern of gradual change,

typically observed as a consistent increase or decrease over time. For instance, in

a company’s annual revenue data, a steady rise over several years would indicate

a positive trend. This component helps identify whether the data is moving in a

particular direction and is crucial for understanding overall progressions or declines

within the dataset. The trend can change over time due to various factors, reflecting

the temporal change of the underlying phenomenon. It may exhibit slow increases,

sudden drops, and returns to slow increases, demonstrating responsiveness to external

influences. Importantly, the trend component does not show recurrent patterns at

specific intervals.

• Seasonal component (S) represents repeating cycles at specific intervals, such as daily,

weekly, or yearly [7, 8, 12, 45, 132, 136]. Unlike the trend component, the seasonal

component exhibits periodic or cyclical behavior. It allows analysts to understand

and predict fluctuations in seasonality, which is particularly useful in planning and

forecasting where seasonality plays a significant role. For instance, retail sales often

peak during the holiday season each year, demonstrating a clear seasonal pattern.

Recognizing these patterns can help in optimizing inventory and staffing levels during

peak times.

• Residual component (R) represents the irregularity or noise that remain once the trend

and seasonal components have been extracted [8, 45, 59, 115, 139]. These are the un-

11



Timestamps
0

2

4
Va

lu
e

Time series data (Y)

Timestamps
0

2

4

Va
lu
e

Trend component (T)

0 100 200 300
Timestamps

−1

0

1

Va
lu
e

Seasonal component (S)

0 100 200 300
Timestamps

0

1

Va
lu
e

Residual component (R)

Figure 2.1: A simple time series and its components. (Top-left) Original time series. (Top-

right) Trend component of this time series. (Bottom-left) Seasonal component of this time

series. (Bottom-right) Residual component of this time series.

predictable or random fluctuations that cannot be attributed to the trend or seasonal

factors. The residual component is critical for detecting outliers, or unexpected events

within the time series data.

To help the reader better understand, we begin with a visual comparison between

the original time series and its decomposed components, as shown in Figure 2.1. From the

time series in Figure 2.1 (Top-left), we quickly discern three main characteristics: an increas-

ing long-term trend, cyclical behaviors spanning five cycles, and a high spike at timestamp

150. These characteristics correspond to the trend, seasonal, and residual components of

the time series.

To further illustrate the practical application of these components, we next show-
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Figure 2.2: Examples of time series data illustrating the combination of different compo-

nents: (Top-left) Light curve without astronomical phenomena, (Top-right) Light curve

with stellar flare, (Middle-left) Electrocardiogram from healthy volunteers, (Middle-right)

Time series from a rotation sensor GyrY during walking and joggjng, (Bottom-left) Monthly

carbon dioxide concentration in the global atmosphere, (Bottom-right) Number of employ-

ees in US retail.

case how they combine in real-world data. Figure 2.2 shows various examples, each demon-

strating a unique combination of the trend, seasonal, and residual components identified in

the time series. A brief description of each component is provided below:

• Figure 2.2 (Top-left): This light curve measures the light intensity of a celestial

object and includes noise. Astronomers have confirmed that this time series does not

exhibit significant astronomical phenomena [3]. It shows no trend changes and lacks

13



cyclical behaviors associated with seasonal components.

• Figure 2.2 (Top-right): The light curve includes a stellar flare, verified by as-

tronomers [3]. In this figure, we observe a sudden rise and a slow decay between 400

and 600. Additionally, it lacks cyclical behaviors associated with seasonal components.

• Figure 2.2 (Middle-left): An electrocardiogram from healthy volunteers measures

the electrical activity of the heart [32, 37]. This time series shows the heart’s beating

cycles, indicative of the physiological state of the individual. The dataset shows stable

cycles of the seasonal component, with no long-term trend, as the healthy volunteer

remained in a stable condition on a tilt table with foot support.

• Figure 2.2 (Middle-right): This time series contains the angular velocity of the

rotation sensor GyrY on the left forearm during walking and jogging [6, 32]. The

activity is transited from walking to jogging around timestamp 800.

• Figure 2.2 (Bottom-left): Monthly carbon dioxide concentration in the global

atmosphere shows a strong long-term increasing trend and stable cycles of the seasonal

component due to monthly variations [57]. These data reflect the steady increase in

carbon dioxide levels influenced by environmental and anthropogenic factors.

• Figure 2.2 (Bottom-right): Monthly employment figures in US retail, as depicted

in the dataset from [45], show stable seasonal cycles but exhibit a sudden drop around

2009. This decline corresponds to the impact of the subprime mortgage crisis, which

is detailed in [100].

From this figure, we categorize the data into three combinations: the trend compo-
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nent including (Y = T +R) at the top row, the seasonal component including (Y = S+R)

in the middle row, and both trend and seasonal components including (Y = T + S +R) at

the bottom row of Figure 2.2. We observe that time series characteristics depend on the

behavior of the phenomena or situations they represent. Typically, a time series exhibits

four main behaviors: static, dynamic, stable, and unstable. Understanding these behaviors

is crucial for scientists to gain insights into the phenomena or situations being studied.

2.1.1 Four Kinds of Behaviors in Time Series

To develop an understanding, we begin with the details of the four main behaviors:

static and dynamic behaviors of the trend component, and stable and unstable behaviors

of the seasonal component. The details of each behavior are as follows:

• Static behavior of the trend component represents a completely unvarying trend, im-

plying no change in the data points over time. This behavior is characterized by a

flat line with no upward or downward movement.

• Dynamic behavior of the trend component involves continuous or temporal changes

compared to previous observations. This can be seen as a prolonged, slow increase or

decrease over time, indicating long-term environmental or evolutionary trends.

• Stable behavior of the seasonal component represents stability and predictability in

cycles. These stable behaviors are reflected by the regularity of cycles that recur on a

daily, weekly, or annual basis, facilitating accurate predictions about seasonal effects

on the data.
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• Unstable behavior of the seasonal component responds to changes from external factors

or natural phenomena. It manifests as alterations in the shapes of cycles or as changes

in cycle lengths, transitioning from long to short durations. These adaptations in the

seasonal components underscore the sensitivity of time series data to environmental

changes and natural dynamics.

Notably, stable behavior may transition to unstable behavior when changes occur

over time, and unstable behavior can also become stable under certain conditions. Here,

we illustrate the comparison of these behaviors by grouping real-world datasets, as shown

in Table 2.1. The details of each cell are as follows:

• Top-left: These figures include dynamic behavior in the trend component due to the

subprime crisis for the US retail employment time series [100], and the rapid increase

and slow decay between timestamps 400 to 600 in the light curve (LC) reflecting the

transient occurrence of a stellar flare [3]. For the seasonal component, these figures

show stable behavior. All cycles of the US retail employment time series are stable,

and the LC has no seasonal component, confirmed by astronomers, indicating static

behavior with no change in data points over time.

• Top-right: These figures exhibit static behavior in the trend component and stable

behavior in all cycles of the seasonal component. The trend component shows a steady

trend with no changes, similar to a constant in both figures. For the stable behavior

of the seasonal component, the electrocardiography data are recorded from a healthy

volunteer, showing no evidence of unstable heart rate cycles. The LC also indicates
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Table 2.1: Comparison of four behaviors in time series
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stable behavior with no seasonal component.

• Bottom-left: These figures exhibit dynamic behavior in the trend component and

unstable behavior in the seasonal component. The time series data in this scenario

are influenced by real phenomena changes. These changes affect both the trend and

seasonal components. For example, the Southern Oscillation Index (SOI) data records

the monthly sea level pressure differences between the western and eastern tropical

Pacific. This dataset is linked to climate oscillations and occurrences of extreme

events such as El Niño and La Niña phenomena. Many external factors, such as vol-

canic eruptions [24], can contribute to the observed unstable and dynamic behaviors.

Another example is the number of influenza cases in the US. A noticeable change oc-

curred during 2020 due to the COVID-19 pandemic. People changed their behaviors,

such as practicing social distancing and wearing masks, which impacted the decrease

in influenza cases.

• Bottom-right: This figure exhibits unstable behavior in the seasonal component

while lacking a trend component, indicating static behavior in the trend. The number

of sunspots, which naturally follows an 11-year cycle, shows the Sun shifting from

relatively calm to stormy periods. This phenomenon, known as solar maximum and

solar minimum, involves the Sun’s magnetic poles reversing [18]. This contributes to

the dynamic behavior in the seasonal component within the time series. Additionally,

as mentioned in Figure 2.2 (Middle-right), this time series records the angular velocity

on the left forearm during walking and jogging. The cycles may change over time due

to human activity, indicating unstable behavior in the seasonal component.
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Following this subsection, we discuss the noise and outliers that typically appear in

of the residual component after trend and seasonal decomposition. These noise and outliers

are commonly exhibited in time series data of the natural sciences.

2.1.2 Definition of the Residual Component

As mentioned earlier, the residual component is the part remaining after extract-

ing the trend and seasonal components. It typically includes noise, erroneous data, or

unwanted information. This component may contain dynamic behaviors that are not of in-

terest for analysis, referred to as ‘unwanted outliers’ [2]. An unwanted outlier in the residual

component is a data point that behaves unusually at a specific time instant compared to

neighboring points [2, 9, 59].

However, time series data of the natural sciences typically contain heavy noise and

outliers from external factors that should be removed or cleaned to improve data quality.

These unwanted outliers should generally be ignored during analysis to ensure more ac-

curate results. We demonstrate two time series datasets, one from electricity transformer

temperature and one from astronomy, to illustrate unwanted outliers caused by external

factors, as shown in Figure 2.3.

Figures 2.3 (Top) illustrate examples of noise encountered while measuring the

electricity transformer temperature (ETT) [138]. The ETT dataset is a crucial indicator for

long-term electric power deployment. However, predicting ETT demand for a specific area

is challenging because it varies with weekdays, holidays, seasons, and weather temperatures.

These factors contribute to noise in the dataset. For example, the noise can result from
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Figure 2.3: Examples of noise and unwanted outliers in time series data. (Top) Electricity

transformer temperature including noise from various factors, (Bottom) Light curve with

heavy noise from cloud turbulence and outliers from satellite flares.

weather conditions on a particular day or decreased electricity demand during extended

holidays when companies operate outside regular working hours. This noise complicates

efforts to predict and manage electricity demand.

Figures 2.3 (Bottom) provide examples of unwanted outliers from measurement

errors caused by satellite flares, which commonly occur during sky surveys. Satellite flares

are sudden, bright reflections of sunlight off satellite surfaces that can create spurious data

points in astronomical observations. These unwanted outliers were verified by domain ex-

perts as being uninteresting and irrelevant for sky surveys [3].

Scientists are particularly interested in phenomena that exhibit dynamic behavior

in the trend component and unstable behaviors in the seasonal component. These behaviors

typically appear as subsequences of time series that collectively exhibit unusual patterns over

time [9]. Such behaviors are important as they often reflect changes in real-world phenomena

and are frequently referred to as ‘anomalies’ [2]. These anomalies are important because
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they can indicate significant phenomena. For example, detecting and analyzing stellar flares

can provide crucial insights into stellar dynamics and properties, as shown in Figures 2.2

(Top-right). Therefore, these anomalies are of high interest in natural sciences studies,

contrasting sharply with unwanted outliers. In this thesis, we aim to characterize four

behaviors, which are identified as subsequences of interest.

2.1.3 Subsequence of Time Series

To characterize behaviors within the trend and seasonal components, we analyze

specific subsequences of a time series that exhibit distinct properties. This analysis is

particularly useful in identifying anomalies, as detailed in previous sections. Moreover,

analyzing these subsequences helps us understand localized behaviors that might not be

apparent when examining the entire time series.

Definition 3 A subsequence Y(i,m) within time series Y is defined as a segment starting

at index i and extending for m elements. Formally, Y(i,m) = (Yi, Yi+1, . . . , Yi+m−1), where i

denotes the starting point and m denotes the length of the subsequence, with the condition

1 ≤ i ≤ t−m+ 1.

Importantly, all subsequences defined in this thesis are non-overlapping, with each

starting immediately after the previous one ends. These are collectively referred to as a

series of subsequences.

Definition 4 A series of subsequences of Y is the collection of non-overlapping subse-

quences, formally expressed as Y = (Y(1,m1), Y(m1+1,m2), . . . , Y(mq−1+1,mq)), where each sub-

sequence follows consecutively without overlap from the end of the previous subsequence,
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and the sum of the lengths of all subsequences equals to the total length of the original

series:
∑q

j=1mj = t.

The series of subsequences serves as an alternative representation for characterizing

the time series before decomposition. It enables the detailed examination of dynamic, static,

stable, and unstable behaviors within the time series, thereby facilitating more precise

decomposition. To provide the reader with a more concrete understanding of how a series

of subsequences facilitates the decomposition process, consider two examples: the time

series from a light curve containing a stellar flare, as illustrated in Figure 2.2 (Top-right),

and the electrocardiogram data, as shown in Figure 2.2 (Middle-left). The decomposition

results for each of these time series, segmented into subsequences, are shown in Figures 2.4

and 2.5, respectively.

We segment the time series into subsequences, each containing 100 instances. The

series of subsequences can be expressed as Y = (Y(1, 100), Y(101, 100), . . . , Y(1101, 100)). By

segmenting the time series into subsequences, we can decompose the localized behaviors of

each segment through averaging, and plot the mean values with a red line (as shown in the

bottom part of Figure 2.4). we can discern significant deviations such as the pronounced

change at Y(401, 100) compared to the preceding subsequence Y(301, 100). Without specific

domain knowledge, we use this segmentation to identify dynamic behaviors in the trend.

A notable example is at Y(401, 100), which reflects a stellar flare. This flare represents an

anomaly.

Similarly, the electrocardiogram data includes a seasonal component. We seg-
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Figure 2.4: Series of subsequences segmented by 100 instances, with segmentation points

marked by green lines on the original time series. The bottom plot shows the mean values

of each subsequence, indicated by a red line.

mented this series into subsequences, each containing 200 instances, based on ground truth

information. Each segment corresponds to one cycle of the seasonal component. We then

plotted each subsequence on the same graph, as illustrated in Figure 2.5 (Bottom). This

visualization clearly demonstrates stable behavior, showing that all cycles follow the same

pattern. In this case, the subsequence length of 200 instances defining each cycle is termed

the ‘season length’. This parameter is crucial for decomposing time series that include a

seasonal component, similar to how season length is used to decompose localized behaviors.

From these two examples, we observe that season length is a crucial parameter

for segmenting time series into a series of subsequences. The next section will provide

a brief overview of time series decomposition. It will focus on how these decomposition
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Figure 2.5: Series of subsequences segmented by 200 instances corresponding to the length

of each cycle. The top figure shows segmentation points marked with green lines on original

time series, and the bottom figure displays plots for each subsequence.

methods interact with different components of time series data, emphasizing the critical

role of subsequence length for time series decomposition.

2.2 Time Series Decomposition

Numerous studies have been conducted on time series decomposition, using dif-

ferent techniques to break down complex data into more understandable and analyzable

components. Some of the well-known techniques include data sketching [22], wavelet decom-

position [108], seasonal trend decomposition [19], autoregressive integrated moving average

(ARIMA) models [12], signal extraction [13], trend or seasonality filters [7, 54, 125], and

more. Each of these methods provides a distinct approach for isolating and analyzing the
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underlying components within time series data, catering to various types of analysis and

application requirements. Our thesis has focused on three main techniques based on time

series decomposition, as follows:

1. A dynamic behavior capturing technique is employed in this thesis to analyze time

series data. It involves segmenting the time series into series of subsequences. Then,

characteristics of each subsequence are compressed into statistical summary tuples,

such as mean, variance, and slope, to capture specific details [22, 50]. Data binning,

the traditional method used for this purpose, is utilized for filtering unwanted outliers

and enhancing the quality of time series data. This method is well-established for

analysis in astrophysics, as seen in [3, 29, 69]. Specifically, this thesis focuses on

capturing dynamic behaviors in the trend component of astrophysical time series, as

shown in Figures 2.2 (Top row).

2. A season length estimation technique focuses on extracting the main feature of the

seasonal component, namely the season length. This length represents the periodicity

of the repeating cycles within the time series data and is crucial for understanding

periodic behaviors [8, 118, 120, 121]. This technique is particularly useful for analyzing

time series data that include the seasonal component. Examples of such time series

data are shown in Figures 2.2 (Middle row).

3. A seasonal-trend decomposition technique breaks down the time series into three com-

ponents: trend, seasonal, and residual components [19, 45]. This technique is utilized

for preprocessing time series that contain these three components, as shown in Figure

2.2 (Bottom row).
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The following subsections explore the background, advantages, and ongoing chal-

lenges of three key techniques for time series decomposition: dynamic behavior capturing,

season length estimation, and seasonal-trend decomposition. Each technique provides dis-

tinct data analysis advantages but presents particular challenges, for which we propose novel

solutions in this thesis.

2.2.1 Dynamic Behavior Capturing using Data Binning

As discussed previously, we specifically focus on capturing dynamic behaviors in

the trend component of time series by utilizing data binning.

Data binning reduces noise and removes unwanted outliers from the residual com-

ponent of the time series. This process consists of two steps: segmenting the time series into

a series of subsequences and compressing each subsequence into statistical summary tuples,

commonly referred to as bins. These bins reflect distinct aspects of the data, capturing its

essential characteristics. Figure 2.6 provides an illustrative example of each step.

In Figure 2.6 (Top), the time series is segmented into subsequences, each of which

is defined by a subsequence length termed ‘bin size’ in data binning. Notably, all bin sizes

are fixed at 20 instances, highlighted with green lines. Each subsequence is then compressed

into a statistical summary tuple, specifically the mean value of each subsequence, which is

visually represented by a red line in Figure 2.6 (Bottom). As a result at the red line, the 20

bins represent characteristics of the 400 instances from the original time series data. This

compression effectively distills the characteristics of the original 400 instances into just 20

bins, succinctly capturing the essence of the data. This result, also known as the sketching
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Figure 2.6: Data binning process in time series analysis: (Top) Segmentation of the time

series with bin size of 20 instances (green lines); (Bottom) Compressed bins showing mean

values (red lines).

result, efficiently summarizes the original time series data [21, 101].

Figure 2.6 (Bottom) shows how time series data can be simplified through data

binning and presents the sketching result. This result demonstrates the characteristics of the

original time series, including sudden changes in trends, effectively capturing its essential

features.

Data binning is a valuable method in scenarios where overall trends are more im-

portant than external factors, such as noise or unwanted outliers. This is because random

noise inherently has a mean value of zero, so the cumulative value of the noise tends to be

zero. By averaging the original data within each bin, the signal-to-noise ratio is increased.

Moreover, data binning not only filters noise but also minimizes memory usage and com-

putational demands. As shown in Figure 2.6 (Bottom), it transforms 400 instances into 20

mean values from bins, enhancing memory usage efficiency.
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Figure 2.7: Influence of varying the bin size in data binning. (Top) Sample representation

of data binning with a large bin size; (Bottom) Sample representation of data binning with

a small bin size.

However, the quality of the sketching results is the most important aspect of uti-

lizing data binning, with the bin size being a critical factor [85, 110]. This size significantly

influences the sketching result: if too large, it may cause the loss of essential data charac-

teristics, such as the disappearance of sudden changes observed between timestamps 270

to 300 in Figure 2.7 (Top). Conversely, if too small, the result may retain excessive noise,

thus degrading its quality. Figure 2.7 illustrates how different bin sizes impact the sketching

results, with the two red lines showcasing the variance caused by different bin sizes.

Scientists and analysts who use data binning must carefully define the bin size.

If the bin size is incorrect, it can lead to erroneous analysis or decisions. To address bin

size issues that affect the tradeoff between sketching quality and quality-degrading noise,

we propose Elastic Data Binning (EBinning). This method dynamically adjusts the bin

size in a nonparametric manner, compressing periods without significant signal through
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zero-suppression while effectively capturing characteristic periods with bins. A detailed

explanation of our proposed method is provided in Chapter 3 of this thesis.

2.2.2 Season Length Estimation (SLE)

The season length is a crucial feature of the season component for scientists and

analysts to gain valuable insights into various phenomena. For example, season lengths can

be analyzed in contexts such as sunspot cycle analysis, electrocardiogram signal interpreta-

tion, climate change monitoring, and industrial productivity cycles, thereby enhancing the

understanding of these complex systems and their periodic behaviors [60, 103, 117, 127].

Moreover, many time series data mining algorithms require the season length as input pa-

rameter, such as ARIMA [12], seasonal-trend decomposition [19], and clustering techniques

[122].

Accurately determining the season length is a complex task that requires a robust

analytical approach due to the intricacy of temporal patterns in data. This is particularly

important in cases that the cyclic behavior does not conform to standard intervals (e.g.,

daily, weekly, monthly), as mere observation and manual estimation may not suffice. For

example, in the electrocardiogram dataset presented in Figure 2.5 (Top), we might estimate

the season length to be 200 for each cycle based on perception. However, it is uncertain

whether the actual season length varies within a ±5% range.

However, some time series data have timestamps in standard formats (e.g., calen-

dar dates, months, years), but the season length may not align with standard intervals. To

give the reader a better understanding, we showcase three time series datasets from vari-

ous fields that highlight how season lengths may not align with standard intervals. These
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Figure 2.8: Three time series data, arranged from top to bottom as follows: daily SST,

monthly mean sunspot number, and weekly influenza cases.

datasets include data from daily sea surface temperature (SST) [75], monthly mean sunspot

numbers [112], and weekly influenza cases in the USA [46]. These data are shown in Figure

2.8.

From Figure 2.8 (Top), we can observe that each cycle of the SST data is unstable,

especially during 1996-2000. This instability may bias users, but the ground truth in this

case is that the season length equals 12, corresponding to seasonal variations over each year

[98], as shown in Figure 1.2 (Bottom). Note that this instability is affected by dynamic

behaviors from the trend component.

In the case of sunspot numbers in Figure 2.8 (Middle), we can clearly observe

stable cycles. However, these cycles do not correspond to seasonal variations over each

year, leading users to rely on human perception to determine the season length. The actual
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season length for sunspot behavior is 11 years [112].

For weekly influenza cases in Figure 2.8 (Bottom), we observe a cyclical behavior

before 2020. However, the cyclic behavior of each cycle after this year differs, which may

affect users’ ability to approximate the season length by human perception. The change in

behavior around 2020 corresponds to the COVID-19 pandemic, during which the number

of influenza cases decreased due to mitigation measures such as wearing face masks, staying

home, and physical distancing, as reported by the National Center for Immunization and

Respiratory Diseases [46].

From these examples, we observe that dynamic behavior in the trend component

and unstable in the season component can bias human perception in identifying season

lengths. Therefore, relying solely on human perception is not recommended, as it can be

misleading and insufficient, especially in domains requiring specialized knowledge. Manual

estimation may seem feasible, but it is prone to inaccuracies and biases, particularly when

the data does not follow standard intervals like daily or monthly periods. It is preferable

to use a technique that provides the precise season length, rather than relying on human

perception. This task is accomplished by season length estimation (SLE).

SLE is an important technique that involves identifying the season length of re-

peating cycles within a time series [27, 121]. This process is important when dealing with

datasets that exhibit irregular or unconventional cyclic patterns. It requires a nuanced and

objective technique to uncover the actual underlying periodicity.

However, many traditional SLE methods operate offline mode, requiring access to

the entire time series data beforehand. Examples of such offline SLE methods are presented
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in [92, 118, 120, 127]. This condition limits their applicability to online mode for real-

time analysis. To overcome this limitation, we propose a method called Online Season

Length Estimation (OnlineSLE) for estimating season length in streaming time series data.

OnlineSLE is a fast and accurate method, particularly suitable for online mode. Chapter 4

of this thesis provides a detailed explanation of our proposed method.

2.2.3 Seasonal-Trend Decomposition (STD)

STD breaks down the original time series into trend, seasonal, and residual com-

ponents [8, 19, 45]. It is a useful technique widely utilized to support or preprocess for time

series data mining tasks, such as anomaly detection, forecasting, real-time monitoring, and

more [15, 39, 73, 74, 119, 115, 139].

The first method for STD, introduced by R. B. Cleveland et al., is known as

Seasonal-Trend decomposition using LOESS (STL)1 [19]. LOESS stands for locally esti-

mated scatterplot smoothing. STL is straightforward to implement and has become popular

in various applications, including volcanology, climatology, and economics [15, 119, 133, 139,

137]. Here, we demonstrate the STL method with a monthly CO2 dataset from Figure 2.2

(bottom-right). Note that STL requires the season length as an input parameter before

decomposition. We set the season length to 12, which corresponds to the annual cycle of

CO2 levels. This reflects the seasonal variations over each year as reported in [57, 78]. This

length captures the cyclic behavior observed in CO2 concentrations throughout the months

of the year. The results of STL are shown in Figure 2.9.

1Details of STL are provided in Chapter 5.
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Figure 2.9: Seasonal-trend decomposition results of monthly CO2 from Figure 2.2 (Bottom-

right), performed using STL with the season length of 12.

As a result, two key aspects can be quickly discerned: a slowly increasing long-term

trend within the trend component and the stability of cyclic behavior within the seasonal

component. These decomposition results can elucidate aspects of climate change driven

by global warming, demonstrating that monthly variations do not significantly alter cyclic

behavior [57, 78]. As previously mentioned, STD is a useful technique for analyzing time

series in various applications. One important aspect of this technique is that it requires the

season length as a specific input parameter. This parameter must be provided by users in

advance and relies on domain-specific knowledge. To demonstrate why this parameter is

important for the STD technique, we decompose the monthly CO2 data with STL using an

improper season length of 7, which does not align with the annual cycle of CO2 levels. The

results of STL is shown as Figure 2.10.

As shown in Figure 2.10, the decomposition results reveal a non-smooth trend and

an anomalous cycle in the seasonal component during 2023. Based on this observation, one
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Figure 2.10: Seasonal-trend decomposition results of monthly CO2 from Figure 2.2 (Bottom-

right), performed using STL with the season length of 7.

might mistakenly conclude that an anomaly occurred in the cycle during 2023. However, the

actual behavior of CO2 indicates that there is no anomaly in the cyclic behavior, and the

trend consistently shows a slow increase, as shown in Figure 2.9. These results align with

those from NOAA [57]. Moreover, many real-world datasets may not align with standard

intervals or contain dynamic behavior, making it difficult to identify season lengths solely

by human perception, as discussed in Section 2.2.2. Consequently, using an improper season

length can lead to incorrect analyses or decisions. Many STD methods, such as those cited

in [5, 19, 35, 73, 126], require this length as an input and are influenced by the season length

issue. This is one of the primary remaining challenges in STD.

The second challenge is that, similar to many SLE methods, most STD methods

traditionally operate in offline mode, including [5, 19, 25, 126]. This limitation restricts their

application to real-time decomposition or real-time analysis. Currently, only two methods,

as cited in [35, 73], operate in online mode. However, they still require the season length as

an input.
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To address the influence of season length issues and to enable operation in on-

line mode, we propose an Adaptive Seasonal-Trend Decomposition (ASTD) method that

integrates our OnlineSLE into the decomposition process. A detailed explanation of our

proposed method is provided in Chapter 5 of this thesis.

2.3 Discussion and Conclusion

This chapter has provided a detailed exploration of time series data and its decom-

position into fundamental components: trend, seasonal, and residual. These components are

often intertwined, adding complexity to the data and making it challenging to understand.

We introduced three key techniques for time series decomposition: data binning,

season length estimation, and seasonal-trend decomposition. The utility and application of

each technique were thoroughly examined, highlighting their importance in enhancing the

analysis of complex time series data. These methods break down intricate data into more

manageable and interpretable components, facilitating a deeper understanding of underlying

trends and cycles.

As detailed in Section 2.2, these techniques still face numerous challenges that

require further development and refinement. A key issue these techniques have in common

is the influence of specified input parameters. These parameters, such as window size,

season length, and threshold values, significantly affect the performance and accuracy of

the methods. Determining these parameters typically requires prior knowledge or extensive

trial and error, which is impractical in real-time analysis scenarios. In such scenarios, it

is essential to employ methods capable of dynamic adaptation without requiring manual
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parameter tuning. The inability to automatically adjust parameters to reflect the features

of time series limits the applicability of these techniques for real-time analysis in streaming

data, where behavior may change over time.

To address these issues, subsequent chapters will delve into our innovative meth-

ods, including EBinning in Chapter 3, OnlineSLE in Chapter 4, and ASTD in Chapter 5.

Each method offers potential solutions to overcome the existing limitations of traditional

decomposition techniques, promising more accurate and flexible analysis capabilities.
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Chapter 3

Elastic Data Binning

This chapter explores the Elastic Binning (EBinning) method for capturing as-

tronomical phenomena in the time-domain of astrophysics. EBinning includes two modes:

Linear-EBinning and Mean-EBinning. Mean-EBinning utilizes Hoeffding’s inequality to as-

sess the distribution characteristics of data. On the other hand, Linear-EBinning utilizes

the Student’s t-test to assess linear relationships.

This chapter is organized into five sections for clarity and depth. Section 3.1

introduces the necessary background in time-domain astrophysics analysis (TDAA). Section

3.2 reviews related work, highlighting contributions and identifying gaps in the literature.

Section 3.3 describes the EBinning methodology. Sections 3.4 and 3.5 detail the datasets and

experimental settings, respectively. Section 3.6 presents our experimental results. Section

3.7 concludes with a discussion of findings and potential future research directions.
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3.1 Background

TDAA is the study of astronomical objects and phenomena that exhibit variabil-

ity over time, aiming to uncover new discoveries or deepen understanding of the universe

[102]. Researchers in TDAA use time series data derived from various sources, including

electromagnetic radiation and gravitational waves. Our focus is on analyzing light curves

(LCs), which are one-dimensional time series representing the light intensity of celestial

objects over time.

3.1.1 Light Curves

LCs graphically depict the brightness of a celestial object or area over time [123].

To obtain LCs from celestial objects or specific regions, astronomers produce LCs using the

aperture photometry technique, which quantifies light intensity within a specified radius

at each frame of a video sequence [56]. Figure 3.1 compares the video sequence with the

derived LC. Notably, in frames 8-10, there is a marked increase and decrease in intensity,

indicative of the brightness variations of an artificial celestial object1.

LCs are alternative data to original video data as they provide detailed insights

into the brightness and properties of astronomical objects. These LCs allow astronomers

to identify features such as periodic behaviors in binary systems, trends in light intensity,

and stellar pulsation. LCs also provide accurate, quantitative measurements of brightness

over time, which allows for a more detailed analysis than what is possible with video data

alone. The utility of LCs in TDAA is widely recognized. These LCs are extensively used to

1This celestial object is generated using Gaussian point spread function model from Astropy library.
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Figure 3.1: Comparison between the video for each frame and the LC that is derived from

this video.

investigate transient phenomena in celestial objects, unfolding rapidly over periods ranging

from seconds to minutes [3, 23, 72, 77, 81]. The following subsection will explore the specific

astronomical phenomena that this thesis aims to capture and analyze.

3.1.2 Dynamic Behavior Captured in TDAA

As detailed in Section 2.2.1, our primary goal is to capture the dynamic behav-

iors within the trend components of astronomical data. We specifically focus on transient

changes in LCs, which may correspond to stellar flares in real-world scenarios. We refer to

these transient changes as transient patterns. Understanding these patterns is essential for
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advancing knowledge and uncovering new insights into celestial dynamics.

Transient pattern analysis is a crucial task for TDAA, focusing on detecting and

interpreting short-lived phenomena. These phenomena range from sudden rises to rapid de-

cay in brightness, each providing critical insights into the dynamic nature of stellar objects.

To effectively capture these fast transient phenomena, highly sensitive optical telescopes

are utilized in observatories.

Although these telescopes are capable to capture such phenomena, they also acci-

dentally capture unwanted outliers such as atmospheric turbulence, hardware measurement

errors, or faint stars [2, 38]. These outliers can impact certain pixels in the video file, po-

tentially leading to inaccuracies in the LCs. While generally uninteresting to astronomers,

these outliers can cause erroneous interpretations if not properly identified and excluded.

Consequently, we distinguish between unwanted outliers and transient patterns.

Unwanted Outliers

Unwanted Outliers in a LC typically manifest as single observation points that

significantly deviate from the other data points [9, 135]. These outliers can impact the

study of transient patterns either by pointing to real astronomical events or misleading

researchers due to errors in data collection. Unwanted outliers in LCs may arise from

various sources, including hardware measurement errors, satellite flares, and cosmic rays.

To systematically identify and manage these outliers, we establish a formal definition as

follows:

Definition 5 An unwanted outlier is an observation point Yi at timestamp i in a LC,
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which is a form of time series Y = (Y1, Y2, . . . , Yt). An observation point Yi is considered an

outlier if it deviates from its expected value E[Yi] by more than a predetermined threshold

θ. Formally, an outlier satisfies the condition |Yi − E[Yi]| > θ.

Transient Patterns

Transient patterns in astronomical data are subsequences that exhibit significant,

abrupt changes in brightness, identifying them as important phenomena for astrophysical

studies [9]. These patterns frequently reflect dynamic events in the universe and are crit-

ical for understanding the physical processes underlying various astronomical phenomena.

Examples of such transient patterns in astronomy include gamma-ray bursts, flares, and

supernovae. Below, we provide the formal definition of the transient patterns that this

thesis aims to capture:

Definition 6 A transient pattern is defined as a subsequence of points Y(i,m) from a LC,

of subsequence length m, starting from timestamp i (Y(i,m) = (Yi, Yi+1, . . . , Yi+m−1)).

This subsequence is considered transient pattern if it deviates from its expected behav-

ior (E[Y(i,m)]) by more than a predetermined threshold θ. Formally, a transient pattern

satisfies the condition d(Y(i,m), E[Y(i,m)]) > θ, where d denotes the dissimilarity metric

between two subsequences.

For better understanding, Figure 3.2 shows two LCs for comparison of transient

patterns and unwanted outliers. The y-axis represents the brightness of celestial objects,

and the x-axis represents the timestamp in modified Julian dates (MJD) units. Figure 3.2

(Left) depicts a sample unwanted outlier, identified by a single data point that sharply
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Figure 3.2: Comparison of an unwanted outlier (Left) and a transient pattern (Right) in

LCs. The insets in the top-right corners show detailed cut-outs of the images captured at

the moments the signals appear, highlighting the sources of the variations.

Figure 3.3: Example of an artificial flare, indicated by the red line, overlaid on the normal-

ized flux of a celestial object depicted by the blue line.

deviates from the surrounding values. Conversely, Figure 3.2 (Right) depicts a sample

transient pattern that is referred to as a fast optical flare from a star [3].

In this thesis, we focus on transient patterns that are characterized by three distinct

phases: a sudden and intense occurrence, an observational peak, and a decay back to normal

conditions. These patterns are commonly referred to as flares [3, 23]. Figure 3.3 shows an

artificial flare, which is based on a model proposed by M. Aizawa et al. [3].

To address the challenge of distinguishing transient patterns from the unwanted

outliers, astronomers often utilize a data binning method. This method is a critical prepro-
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cessing step to filter out unwanted outliers and enhance LCs for accurate transient pattern

analysis [29].

3.1.3 Data Binning in TDAA

Building upon the fundamental concept of data binning introduced in Section 2.2.1,

this section delves into detailed methods specifically for TDAA. Data binning is crucial to

enhance LCs for better analysis of the transient patterns. By segmenting a time series

into subsequences and summarizing each with representative statistics, we can reduce the

impact of noise and extract the underlying transient patterns for capturing phenomena. To

facilitate a clear understanding of the methodologies discussed, it is essential to define the

specific notation and terms used throughout this section.

Notations

An LC (Y = (Y1, Y2, . . . , Yt)) is a time series representing light intensity, which our

LCs do not include a seasonal component confirmed by astronomer. We segment Y into a

series of subsequences Y = (Y(1,m1), Y(m1+1,m2), . . . , Y(mq−1+1,mq)) (as defined in Definition

4 in Section 2.1.3). Each subsequence is then compressed into a bin.

Definition 7 A bin is a statistical summary represented by a tuple derived from a subse-

quence Y(i,m) of an LC. This subsequence starts at timestamp i and has a length m, known

as the bin size. The tuple is denoted as {m, f, st}, where f contains statistical properties

of the subsequence, such as mean, variance, and slope, and st includes auxiliary variables

necessary for updating the bin. The composition of f and st may vary depending on the
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data binning method used, with detailed definitions provided in subsequent sections. This

tuple summarizes the key characteristics of each bin.

The series of subsequences of an LC is alternatively described by a series of bins

as (bin1, . . . , binq). This series is maintained in a window (W).

Definition 8 A window (W), denoted as W = (bin1, . . . , binq), where q (1 ≤ q ≤ t)

denotes the window size. The value of q is determined by memory resource limitations or

user-defined.

As discussed in Section 2.2.1, an important parameter in data binning is the bin

size. Setting this parameter too small may lead to results that include excessive noise, while

setting it too large may distort the main features of the LC, as demonstrated in Figure 2.7.

Using a fixed bin size for all bins often proves inadequate for capturing transient patterns.

One potential solution is to allow users to define the bin size for each bin manually. However,

this approach can be difficult and time-consuming for excluding irrelevant information and

capturing only significant features.

To tackle these challenges, we propose the Elastic Data Binning method (EBin-

ning). This method dynamically adjusts the bin size for each bin based on the data char-

acteristics, effectively reducing the inclusion of irrelevant information and capturing only

significant features. This adaptive approach helps achieve an optimal balance between

reducing unwanted outliers and preserving the essential details of the LC. Following this

introduction, a description of the related work is given before the details of EBinning are

provided.
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3.2 Related Work

3.2.1 Data Sketching and Binning

Data sketching is a technique that has gained significant attention in time series

analysis due to its ability to approximate and reduce the dimensionality of time series

data. This method transforms the original time series, which has a length of t, into a

lower-dimensional representation of length q, where q is much smaller than t (q << t).

This transformation ensures that the essential characteristics are retained while reducing

the dataset to a lower-dimensional form. Numerous studies have explored data sketching

[21, 28, 63, 64, 101].

Data binning is related to data sketching and can be considered a form of sketching

that summaries data into bins[29, 50]. Each bin represents a mean value of the data points

within that bin, which f of each bin is the mean value. This technique reduces the noise

and variability in the data, enhancing the visibility of trends and patterns in the time series.

Note that data binning can also be referred to piecewise aggregate approximation (PAA)

[50].

To reduce dimensionality, one can utilize the symbolic aggregate approximation

(SAX) [62, 63]. SAX is an extension of the PAA method by transforming the mean values

of each bin into a string of symbols. This method employs a quantile-based approach to

symbolizing the mean values of bins. By classifying the mean values into quantiles, each bin

is assigned a symbol that reflects its statistical significance within the overall distribution

of the dataset. Recently, an enhancement known as 1D-SAX [71] has been introduced,

which incorporates slope values into the symbolic representation for more detailed analysis.
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Figure 3.4: Comparative results between PAA, SAX, and 1D-SAX. The original time series

is depicted in blue, while the results from each method are shown in red.

Several studies have refined SAX, resulting in variants such as ESAX [68], SAX-TD [111],

and SAX-BD [36], each improving different aspects of the original method. The comparison

of sketching results using various methods, including data binning, SAX, and 1D-SAX,

show as Figure 3.4. However, both SAX and 1D-SAX require additional parameters that

can impact the quality of the sketching results. Therefore, our EBinning approach does not

quantize results into symbols.

3.2.2 Time Series Analysis for TDAA

Time series analysis for TDAA includes various applications and methods designed

to specific needs and phenomena. This subsection discusses the foundational role of data

binning and other methods used in TDAA. Data binning is a widely adopted technique

commonly used by astronomers. It is available in the Astropy library, a useful Python library

for astronomy [29]. There are many research that enhance data binning [69, 88, 89, 106, 110].

As previously discussed, the choice of bin size significantly impacts the quality

of sketching results, balancing between reducing noise and preserving the main features
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of the original data. Manually selecting an optimal bin size can be challenging and time-

consuming. To address this, R. Sulo, T. Berger-Wolf, and R. Grossman proposed an auto-

mated framework known as temporal window in network (TWIN), which aims to achieve

this balance [110]. This framework provides a straightforward method to determine the

optimal bin size. However, it relies on an iterative search process to find this size, which

can be time-consuming, as reported in our technical report [85].

One notable example is the application of data binning for Lunar Laser Ranging

data as proposed by Shevlyakov and Kan in the SK-method [106]. This method identifies

sudden change points in LCs using the Chebyshev inequality. However, it employs a tradi-

tional approach where bin sizes are equal and fixed in advance. Setting improper bin sizes

in this method can lead to incorrect results.

Turning to the concept of dynamic bin sizing in data binning, Adaptive-binning for

TDAA with LCs was proposed by B. Lott et al. [69]. This method was specifically used to

explore blazar phenomena with LCs from the Fermi Large Area Telescope. Adaptive-binning

adjusts the bin size dynamically, using the correlation between the source photon spectral

index and the gamma-ray flux to determine the appropriate bin size for each segment. This

method is designed for specific applications for exploring blazar phenomena. In contrast,

our approach is designed to handle unknown phenomena without relying on predefined

assumptions, thereby differing fundamentally in objective and application from Adaptive-

binning.

Building on our previously established Dynamic Data Binning (DyBin) framework

[87, 88, 89], we have enhanced our approach with an improved ‘bin-merge’ technique. This
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strategy methodically merges neighboring bins when their characteristics are deemed simi-

lar, as determined by a measured similarity measure grounded in the t-test score comparison

of their mean values. While DyBin showed promise for detecting transient patterns, it was

primarily designed for detection and did not focus on extracting or capturing the nuanced

characteristics of these patterns. EBinning, as a refined iteration of this concept, extends

beyond mere detection. It aims to precisely delineate and capture the transient phenomena,

thereby enhancing our ability to understand and analyze these fleeting patterns.

In the realm of TDAA, researchers have explored a multitude of analytical tech-

niques that diverge from the data binning technique. For example, U. Rebbapragada et

al. introduced PCAD, an unsupervised anomaly detection method specifically designed for

LCs that exhibit three types of transient patterns [96]. This method adapts the k-means

clustering algorithm for specialized use in time-domain astrophysics, with the primary goal

of categorizing different transient patterns within LCs to enhance understanding through

pattern clustering. In contrast, our research aims to refine the data binning process it-

self, focusing on the extraction and sketching of LCs to serve as a foundation for detecting

transient patterns from these reduced representations.

The application of ARIMA models for TDAA was explored by E.D. Feigelson,

G.J. Babu, and G.A. Caceres, who focused on analyzing the periodic behavior of celestial

objects through LCs [30]. Their research specifically addressed LCs that contain seasonal

components. Unlike their study, which assumes the presence of the seasonal component in

LCs, our examined LCs have been verified by astronomers to lack the seasonal component.

Therefore, our objectives differ from their study. Notably, various methods are available for
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analyzing periodic behavior in LCs for TDAA, such as the frequency domain analysis and

other techniques found in the RobPer library [116].

The discord discovery was introduced by E. Keogh et al. [51]. It is employed

to identify the most dissimilar (or unusual) subsequence within a given time series, com-

pared to other subsequences. Note that the opposite of discord discovery is motif discovery,

which focuses on finding the most similar subsequences. In their study [51], E. Keogh et

al. proposed Heuristically Ordered Time Series using Symbolic Aggregate Approximation

(HOT-SAX), which integrates SAX with discord discovery. Despite HOT-SAX’s applica-

tions in various fields, its application to LCs has not been extensively explored. We have

conducted an evaluation of HOT-SAX specifically for transient pattern analysis in LCs and

compared its effectiveness with our EBinning method, aiming to provide a detailed com-

parative analysis and demonstrate the adaptability of HOT-SAX to this specific domain.

Another technique that is highly regarded in the field of time-series data mining

is the Matrix Profile (MP). It has been employed in various applications such as motif and

discord discovery, anomaly detection, and data segmentation [134, 140, 141]. It efficiently

encapsulates subsequences in a data structure that comprises a distance profile and an

index, requiring only the subsequence length as a user-defined parameter. Recently, Mplots

have emerged as a novel method of MP for exoplanet detection within LCs through motif

discovery [82, 105]. Our method distinguishes itself by focusing on the identification of

previously unknown astronomical phenomena, thereby highlighting a unique aspect of the

utility of Mplots method.

To summarize, these studies in the literature highlight the research direction and
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the remaining challenges. We will now delve into our EBinning method in the following

section.

3.3 Elastic Data Binning

We introduce a baesline method of EBinning that automatically determines the

appropriate bin size (m) for each bin. The key concept involves measuring the potential

for merging two neighboring bins within a sequence in a window (W). This potential is

quantified using a metric known as the mergeability score (k). We design this metric such

that a low value indicates similar features between two neighboring bins, allowing them to

be merged into a new bin. Conversely, a high value suggests that the neighboring bins have

distinct features, indicating potential changes in behavior during the corresponding period.

This foundational concept is the baseline EBinning method, detailed in Algorithm 1.

The input parameters for EBinning include the time series Y , the initial bin size

m, and the window size q. Here, Y corresponds to an input LC. In this thesis, we set mini to

8 instances to ensure that each bin initially contains data from a single distribution, which

is achieved by keeping mini small size. Based on experimental results reported in [85], we

adjust q to accommodate 20 bins within the window W.

Initially, EBinning creates three empty arrays: a buffer B, a window W, and score

profile S. B stores subsequences for initializing bin creation. W stores a series of bins (as

defined in Definition 8). S stores the mergeability scores for each pair of neighboring bins

within W.

It fills B with incoming data Yi until B is full. Once B is full, it creates the initial

50



Algorithm 1: Baseline of EBinning

Input: Time series Y = (Y1, Y2, . . . , Yt), initial bin size mini, window size q

Output: Window W = {bin1, . . . , binp, . . . , binq})

1 W ← ∅, S ← ∅, B ← ∅

2 for i← 1 to t do

3 B.append(Yi)

4 if B is full then

5 W.append(Initialize(B))

6 S.append(ComputeScore(binq, binq−1))

7 if W is full then

8 p← argminp(S[2 :])

9 binnew ← Merge(binp, binp−1)

10 Remove binp from W

11 Replace binp−1 in W with binnew

12 Update(S)
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bin using the initialize function and append this bin intoW (Line 5). After initialization,

we compute the mergeability score k between two neighboring bins, binq and binq−1, using

the ComputeScore function and append it to S (Line 6). Note that if W contains only one

bin, k must be zero.

When W is full, it finds the index where the bin has the minimum k value using

the argmin function (Line 8). Note that we add one to the index because the first index

of S is zero, as bin1 does not have a prior bin. After this step, it merges two neighboring

bins into a new bin and update W. When two neighboring bins are merged, only the two k

values of the neighboring bins for the merged bin in S must be updated. From this based

line, we proposed EBinning with two methods: Mean- and Linear-EBinning.

3.3.1 Mean-EBinning (M-EBinning)

We assume that the bin corresponding to Y(i,m) is a normal situation without

any occurrence of events, where each value within Y(i,m) is random and independent. In

contrast, bins that contain transient patterns exhibit distributions that differ from those

of neighboring bins, which are assumed to be in a normal situation. Consequently, the

mergeability score focuses on the similarity of distributions between two neighboring bins.

If two bins are derived from the same distribution, their means are expected to fall within

a bounded range. The method that utilizes the mergeability score based on this concept is

called Mean-EBinning (M-EBinning).
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Initialization function

In M-EBinning, the initialization function processes the subsequences Y(i,m) within

B into an initial bin, formatted as {m, f, st}. Here, f is defined as the tuple {min,max, µ},

where min and max denote the minimum and maximum values of the subsequence, re-

spectively, and µ denotes the mean corresponding to the original subsequence. The st

component is left empty because auxiliary variables are not stored.

Then, it utilizes the values in f to compute the boundary ε based on Hoeffding’s

inequality [31, 40]. ε can be expressed in terms of δ as follows:

ε =

√
c2

2m
log

2

δ
(3.1)

where c denotes the difference between the minimum and maximum values (max-

min), and m is the bin size of bin, δ is the user-defined error probability. This boundary ε is

used to define a range around µ given by [µ−ε, µ+ε]. It is used to determine if neighboring

bins should be merged based on the similarity of their intervals, thereby assessing whether

they deviate from this boundary.

Score Computation Function

We assume that binp and binp−1 belong to the same distribution and can be merged

without distorting the original features. The two boundaries of these neighboring bins are

defined by [µp − ϵp, µp + ϵp] and [µp−1 − ϵp−1, µp−1 + ϵp−1], respectively. Both boundaries

fall within the error probability delta, ensuring that their merge maintains the integrity of

the data distribution (See Figure 3.5).
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Figure 3.5: Two boundaries in the same distribution.

Based on this observation, we determine the mergeability of binp and binp−1 using

the following formula:

k =
|µp − µp−1|
min(εp, εp−1)

(3.2)

where function min selects the smaller value between εp and εp−1. When k is

closest to zero, it indicates that the neighboring bins can be merged, as their distributions

are similar. Conversely, when k is farthest from zero, it suggests that the neighboring bins

should not be merged, due to dissimilar distributions. Notably, a limitation of the M-

EBinning method arises from Eq. 3.2 in that ε must not be zero to avoid a divide-by-zero

issue. This condition occurs when the minimum and maximum values within a bin are the

same, resulting in a zero range and consequently, a zero error bound, ε. In such cases, the

distribution cannot be assessed.

Proof. This proof elucidates the concept of the mergeability score as detailed in

Eq. (3.2) for checking if two bounds overlap or not. Given two neighboring bins indexed p

and p− 1 in the window, we consider k to measure the potential for merging between two

neighboring bins. The boundaries for for binp and binp−1 denote as as [µp− ϵp, µp+ ϵp] and
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[µp−1 − ϵp−1, µp−1 + ϵp−1], respectively.

We give the overlap condition that there must be some common range between

them. Mathematically, this condition can be checked by ensuring that the distance between

their means is less than or equal to the sum of their error bounds. This can be expressed

as:

|µp − µp−1| ≤ εp + εp−1 (3.3)

Alternatively, the intervals overlap if:

|µp − µp−1| ≤ min(εp, εp−1) (3.4)

This condition is derived from considering that εp and εp−1 represent bounds,

and in the worst case, one bound will dominate. Therefore, we use the minimum to be

conservative in our overlap check.

By normalizing the distance between the means by the minimum of the error

bounds, we get:

k =
|µp − µp−1|
min(εp, εp−1)

(3.5)

If k is closest to zero, it implies that the distance between the means is within one

error bound (the tighter bound of the two), suggesting that the two bounds belong to the

same distribution and can be merged.
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Merging Function

When binp−1 and binp are merge, they form binnew. binp−1 and binp correspond

to original subsequences of LC Y(ip−1,mp−1) and Y(mp−1+1,mp), respectively. The values of

binnew are calculated as follows:

mnew = mp +mp−1 (3.6a)

µnew = (mpµp +mp−1µp−1)/(mp +mp−1) (3.6b)

minnew = min(minp,minp−1) (3.6c)

maxnew = max(maxp,maxp−1) (3.6d)

3.3.2 Linear-EBinning (L-EBinning)

The characterization of transient patterns includes a rapid rise and a slow decay.

Therefore, we propose an alternative method of EBinning that focuses on the similarity of

slope values between two neighboring bins. The slope value for each bin is computed using

linear regression, enabling the analysis to address the dynamic behavior characteristic of

transient patterns specifically. The second method of EBinning is called Linear-EBinning

(L-EBinning).

Initialization Function

The initialization function summarizes the subsequences (Y(i,m)) within B into an

initial bin, represented in the form {m, f, st}. Here, f is defined as the tuple {α, β}, where

α is the intercept and β is the slope, both derived from linear regression analysis. To
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facilitate fast computation during the merging of two neighboring bins, st is defined as the

tuple {µ, σ2,
∑i+m−1

n=i n,
∑i+m−1

n=i n2,
∑i+m−1

n=i nYn}, which includes the mean µ, variance σ2,

and sums of time indices and their products with data points, essential for quick updates.

α and β that based on linear regression are defined as:

In the regression analysis, n represents the mean time index for Y(i,m), calculated

as (2i + m − 1)/2, which is the midpoint of the time indices. The values of α and β are

then defined by the following linear regression formulas:

Intercept α = µ− βn, (3.7a)

Slope β =

∑i+m−1
n=i (n− n)(Yn − µ)∑i+m−1

n=i (n− n)2
. (3.7b)

Score Computation Function

For L-EBinning, the mergeability score k is based on the Student’s t-test for testing

the equality of slopes between two regression lines from neighboring bins [4]. k is calculated

in two ways: by testing whether the variances of two neighboring bins suggest that they are

from the same distribution or not. This is because we need to avoid the prone to introduce

some statistical bias as discussed in [4, 124]. Therefore, k between two neighboring bins

binp and binp−1 is defined as follows:

k =


|βp−βp−1|√

(σ2
p/mp)+(σ2

p−1/mp−1)
Fcal ≤ Fθ/2;mp−1;mp−1−1

|βp−βp−1|√
[(σ2

p+σ2
p−1)/(mp+mp−1−2)][(1/mp)+(1/mp−1)]

Fcal > Fθ/2;mp−1;mp−1−1

(3.8)

In Equation 3.8, Fcal denote the calculated F-statistic to compare the variances of

the two regression slopes and is defined as:
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Fcal =
σ2
large

σ2
small

(3.9)

where σ2
large ( resp. σ2

small) is the larger ( resp. smaller) variance of either binp−1

or binp. Here, Fθ/2;mp−1;mp−1−1 is the critical value of the F-distribution corresponding to

a significance level of θ, and degrees of freedom mp−1− 1 and mp− 1. Notably, significance

level for F-test is set a 5-percent significance level that regarded as a convention for F-test

as discussed in [124].

Algorithm 2: ComputeScore function of Linear-EBinning

Input: binp, binp−1, θ

Output: k

1 F ← calculate the F-test by Eq. 3.9

2 if F ≤ Fθ/2;mp−1;mp−1−1 then

3 k ← calculate score by Eq. 3.8 (Upper)

4 else

5 k ← calculate score by Eq. 3.8 (Lower)

6 return k

Merging Function

When binp−1 and binp are merge, they form binnew. binp−1 and binpcorrespond

to original subsequences of LC Y(ip−1,mp−1) and Y(mp−1+1,mp), respectively. The values of

binnew are calculated as follows:
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mnew = mp +mp−1 (3.10a)

βnew =

nend∑
n=ip−1

(n− n̄)(Yn − µnew)/

nend∑
n=ip−1

(n− n̄)2 (3.10b)

αnew = µnew − t̄βnew (3.10c)

where nend = ip−1 +mnew − 1 represents the endpoint of the summation interval

for the new bin. n is the median timestamp, defined as (2ip−1 +mnew − 1)/2, and µnew is

detailed in Eq. (3.6d). Access to the values of the original subsequences is not possible once

the subsequences are compressed into bins. Therefore, EBinning utilizes auxiliary variables

st to compute the new values for binnew. The methodologies for computing these values

using st are detailed in the original supplementary document [90] of EBinning publication

[91].

3.4 Light Curve Datasets

The experiments are conducted using LCs derived from video observations cap-

tured by the Tomo-e Gozen, a wide-field complementary metal oxide-semiconductor (CMOS)

camera mounted on the 105cm Schmidt telescope at Kiso Observatory in Nagano, Japan

[99]. This camera system is specifically designed to survey and detect short timescale tran-

sient patterns, such as those lasting only one second.

We have a total of 108 LCs confirmed by astronomers that no transient patterns

are included (hereafter referred to as Normal LCs). Normal LCs exhibit several essential

characteristics, which can be categorized into four distinct scenarios encountered during
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the sky survey. These scenarios are illustrated in Figure 3.6, with a comparative analysis

provided below. Each scenario is described in detail in the subsequent sections:

• Stable behavior: The light intensity remains constant within the expected noise range

throughout the period, as illustrated in Figure 3.6 (Top-left).

• Unstable behavior: The light intensity experiences sudden changes during the period.

This behavior may be caused by variations in atmospheric opacity or contamination

from the brightness of nearby stars or faint stars, as illustrated in Figure 3.6 (Top-

right).

• Outliers: This represents a single event that may be caused by instrumental noise or

cosmic ray events, as shown in Figure 3.6 (Bottom-left).

• Gradual change: This scenario may exhibit a transition to a new normal state, as

shown in Figure 3.6 (Bottom-right). This scenario is not considered a target phe-

nomenon for our study because it lacks the distinct peak and decay phases typical of

the transient pattern (as explain in Section 3.1.2).

In this study, two distinct datasets were employed: synthetic and real-world

datasets. The synthetic dataset was created by injected artifact transient patterns into

normal LCs. Conversely, the real-world dataset includes LCs that contain real flares, which

are astronomical transient patterns.
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Figure 3.6: Four scenarios in the LC.

3.4.1 Synthetic datasets

We considered three types of transient patterns for our synthetic datasets: square,

triangle, and Kepler patterns. For square and triangle patterns, we varied the durations

and heights with combinations of 60, 100, 200, and 500 instances for durations and 1σ and

3σ for heights, where σ denotes the standard deviation of the original data for each Normal

LC. This approach yielded 16 unique combinations. Consequently, we generated a total of

7,616 LCs, each containing a single transient pattern, either square or triangle. These LCs

are subsequently referred to as Square-LCs and Triangle-LCs, respectively, according to the

shape of the transient pattern they contain. The smallest and largest transient patterns are

illustrated in Figure 3.7.

However, square and triangle transient patterns may not be realistic for astronom-

ical phenomena. Therefore, we generated more transient patterns following the Kepler flare
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Figure 3.7: Comparison between the smallest and the largest transient pattern of Square-

and Triangle-LCs.

model described in the literature [23]. The Kepler flare model is separated into two phases:

the rising phase and the decay phase. The mathematical representation of each phase is as

follows:

fKepler(t) =




1 + 1.941t− 0.175t2 − 2.246t3 − 1.125t4 (−1 < t ≤ 0)

0.689 exp(−1.6t) + 0.303 exp(−0.2783t) (0 < t < 6)

(3.11)

where t denotes the timestamp of the model. The time range is divided into 120

frames, with t spanning from -1 to 6. Each frame represents a discrete time step within this

range.

These artificial flares were then injected into Normal LCs, with their intensities

modulated to reflect variations at 1σ, 2σ, and 3σ heights. This process allowed us to
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Figure 3.8: Comparison between the smallest and the largest Kepler transient pattern.

create a controlled environment to test the efficacy of our detection methods against known,

quantifiable events. Hereafter, LCs including Kepler flare referred as Kepler-LCs. The

smallest and largest transient patterns are illustrated in Figure 3.8.

3.4.2 Real world datasets

The real-world dataset used in this study originates from the research conducted

by M. Aizawa et al. [3]. To confirm the presence of astronomical transient patterns,

each LC was visually inspected against relevant image frames with list of astronomical

catalogues. The LCs of nearby stars were also examined to evaluate potential influences

from contamination and atmospheric turbulence. They successfully identified 18 stellar

flares within the LCs from this meticulous process. These detected flares were categorized

into two types based on their characteristics: classical and complex flares, as shown in

63



(a) Classical flare. (b) Complex flare.

Figure 3.9: Comparison between classical and complex flares in real-world dataset.

Figure 3.9. Classical flares are characterized by a single-peak profile with clear rising and

decaying phases, while complex flares feature multiple peaks during the flare event [3, 23].

3.5 Experimental Setting

Here, we describe how to set parameters for various methods in this experimental

and list of methods that were utilized as follows:

3.5.1 Window Size

The window size (q) is a critical parameter in time-series analysis. As explained

in Section 3.3, the value of q was set to 20 based on the findings reported in [85]. This

standard window size is adopted for uniform evaluation across all methods.

For methods like PAA, SAX, and 1D-SAX that require a predetermined bin size,

we set the bin size (m) at 213 when q = 20. The total length of each LC analyzed was

4260 instances, with w determined by the formula t = q ×m, where t is the length of the

LC. Additionally, for a detailed evaluation, we set the bin size that aligned with transient
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patterns with a duration of 60 for q = 71.

In the case of MP, we employed Fast Low-cost Unipotent Semantic Segmentation

(FLUSS), an extended version of MP for time series segmentation [32]. FLUSS segments

the time series into q segments using the distance profile generated by MP, allowing us to

set q at 20 based on the TWIN results.

3.5.2 Symbol Size for SAX ,1D-SAX

Both SAX and 1D-SAX require the specification of symbol sizes to quantize the

statistical features within each bin. For SAX, we quantized the means of each bin into N

symbol. For example, if we quantize their values into four different symbols, it is referred to

as SAX N = 4. For 1D-SAX, a more detailed quantization strategy is employed, where both

the mean and slope values are divided into N1×N2 symbols, with N1 and N2 representing

the number of quantization levels for mean and slope, respectively. As an example, we

quantized mean values into four symbols and slope values into ten symbols, denoted as

1D-SAX N = 4× 10.

3.5.3 Subsequence Length for MP

MP requires the specification of a subsequence length (L) to compute the distance

profiles used in FLUSS. The length of each subsequence significantly affects how MP assesses

the distance to the most dissimilar subsequence within the whole LC. MP is based on

comparing an observed subsequence to all others in the LC using Euclidean distance. We

hypothesized that subsequences containing a complete transient pattern would have a higher

Euclidean distance. Therefore, we set L to match the durations of known transient patterns,
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specifically 60 and 200. This ensured that the subsequence represented a complete transient

pattern, thus facilitating accurate pattern detection.

3.5.4 Z-normalized and Non-normalized Euclidean Distance for MP

For Euclidean distance computation of MP, it supports two modes: Z-normalized

and non-normalized Euclidean distances [52, 58]. We conducted experiments in both set-

tings. ‘MP-Z’ refers to the use of Z-normalized Euclidean distance, while ‘MP-non’ refers

to non-normalized Euclidean distance.

3.6 Experimental Results

3.6.1 Experimental Results with Synthetic Datasets

Quality of Capturing Transient Patterns

The objective of this experiment is to evaluate the effectiveness of capturing tran-

sient patterns within bins. Ideally, a single bin should capture the complete transient pat-

tern. To evaluate the quality of capturing, we utilized the Intersection over Union (IOU)

as an indicator. Let Y(i,m) be a subsequence where all data points within this subsequence

are a transient pattern, and Y(ip,mp) be a subsequence corresponding to binp. The IOU is

expressed as:

IOU =
|Y(i,m) ∩ Y(ip,mp)|
|Y(i,m) ∪ Y(ip,mp)|

(3.12)

A higher IOU indicates better transient pattern capture, while a lower IOU sug-

gests lower quality. Figure 3.10 compares varying IOU results. However, in cases with
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(a) High IOU (b) Low IOU (c) IOU with multiple bins

Figure 3.10: Comparison of varying IOU results.

Table 3.1: Comparison IOU of Square-LCs representation by varying methods

Method q
Height = 1σ Height = 3σ

Duration
60

Duration
100

Duration
200

Duration
500

Duration
60

Duration
100

Duration
200

Duration
500

M-Ebinning 20 0.659 0.752 0.792 0.712 0.914 0.931 0.907 0.777
L-Ebinning 20 0.223 0.286 0.386 0.499 0.317 0.414 0.473 0.558
PAA 20 0.260 0.401 0.604 0.426 0.262 0.391 0.609 0.426
SAX N=4 20 0.130 0.239 0.546 0.676 0.229 0.379 0.618 0.706
SAX N=20 20 0.241 0.388 0.605 0.544 0.259 0.391 0.614 0.641
1D-SAX 4x10 20 0.236 0.380 0.596 0.510 0.259 0.390 0.609 0.513
1D-SAX 5x5 20 0.217 0.387 0.595 0.564 0.261 0.390 0.609 0.591
1D-SAX 10x4 20 0.240 0.392 0.600 0.515 0.261 0.391 0.609 0.544
MP-Z L=60 20 0.130 0.156 0.188 0.292 0.146 0.159 0.181 0.298
MP-Z L=200 20 0.179 0.233 0.317 0.346 0.177 0.286 0.409 0.367
MP-non L=60 20 0.118 0.121 0.158 0.306 0.125 0.156 0.201 0.338
MP-non L=200 20 0.257 0.353 0.375 0.414 0.268 0.394 0.428 0.400

PAA 71 0.613 0.577 0.300 0.120 0.626 0.576 0.300 0.120
SAX N=4 71 0.537 0.625 0.702 0.623 0.617 0.713 0.832 0.933
SAX N=20 71 0.607 0.594 0.464 0.300 0.632 0.684 0.814 0.770
1D-SAX 4x10 71 0.605 0.577 0.391 0.241 0.626 0.576 0.431 0.309

multiple bins associated with the transient pattern (Figure 3.10c), we consider only the bin

with the highest IOU.

Tables 3.1 - 3.3 show the IOU results for each method and dataset. Note that

the IOU close to one in these tables indicates that a bin effectively captures the complete

transient pattern.
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Table 3.2: Comparison IOU of Triangle-LCs representation by varying methods

Method q
Height = 1σ Height = 3σ

Duration
60

Duration
100

Duration
200

Duration
500

Duration
60

Duration
100

Duration
200

Duration
500

M-Ebinning 20 0.390 0.479 0.515 0.456 0.515 0.462 0.392 0.302
L-Ebinning 20 0.189 0.248 0.361 0.466 0.319 0.364 0.417 0.539
PAA 20 0.259 0.408 0.589 0.426 0.255 0.404 0.623 0.426
SAX N=4 20 0.105 0.200 0.375 0.545 0.148 0.336 0.615 0.513
SAX N=20 20 0.213 0.376 0.583 0.471 0.246 0.399 0.625 0.463
1D-SAX 4x10 20 0.209 0.353 0.557 0.438 0.240 0.396 0.623 0.427
1D-SAX 5x5 20 0.161 0.308 0.554 0.455 0.235 0.399 0.623 0.426
1D-SAX 10x4 20 0.220 0.375 0.579 0.431 0.247 0.400 0.623 0.426
MP-Z L=60 20 0.142 0.156 0.195 0.287 0.135 0.173 0.199 0.288
MP-Z L=200 20 0.191 0.248 0.325 0.325 0.179 0.244 0.383 0.384
MP-non L=60 20 0.103 0.102 0.124 0.228 0.121 0.128 0.165 0.272
MP-non L=200 20 0.239 0.329 0.361 0.347 0.253 0.342 0.451 0.355

PAA 71 0.640 0.574 0.300 0.120 0.625 0.578 0.300 0.120
SAX N=4 71 0.446 0.534 0.475 0.427 0.614 0.659 0.699 0.670
SAX N=20 71 0.509 0.590 0.355 0.411 0.625 0.594 0.396 0.612
1D-SAX 4x10 71 0.626 0.570 0.323 0.223 0.623 0.577 0.318 0.233

Table 3.3: Comparison IOU of Kepler-LCs representation by varying methods

Methods q
Kepler

(All phases)
Kepler

(Rising phase only)
1σ 2σ 3σ 1σ 2σ 3σ

M-Ebinning 20 0.259 0.342 0.354 0.107 0.260 0.317
L-Ebinning 20 0.271 0.264 0.255 0.060 0.067 0.070
PAA 20 0.464 0.448 0.466 0.135 0.137 0.137
SAX N=4 20 0.181 0.233 0.248 0.050 0.063 0.066
SAX N=20 20 0.338 0.411 0.448 0.094 0.122 0.128
1D-SAX 4x10 20 0.330 0.389 0.425 0.095 0.118 0.127
1D-SAX 5x5 20 0.189 0.284 0.412 0.055 0.091 0.122
1D-SAX 10x4 20 0.380 0.412 0.457 0.107 0.121 0.133
MP-Z L=60 20 0.236 0.264 0.227 0.112 0.108 0.089
MP-Z L=200 20 0.243 0.267 0.229 0.066 0.070 0.062
MP-non L=60 20 0.158 0.183 0.185 0.073 0.091 0.087
MP-non L=200 20 0.356 0.371 0.347 0.102 0.109 0.103

PAA 71 0.492 0.492 0.492 0.432 0.441 0.425
SAX N=4 71 0.438 0.493 0.496 0.205 0.224 0.333
SAX N=20 71 0.511 0.506 0.494 0.379 0.413 0.406
1D-SAX 4x10 71 0.515 0.507 0.491 0.404 0.436 0.423
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As summarized in Table 3.1, M-EBinning achieves the highest IOU with q = 20

for capturing square patterns. Moreover, it also achieves the highest IOU for capturing

the triangle patterns with short-duration (see Table 3.2). Although, L-EBinning achieves

the highest IOU for capturing large triangle patterns, as shown in Table 3.2. However, the

IOU of L-EBinning is lower when capturing short-duration or low-height triangle patterns.

This reduced performance is attributed to the difficulty in distinguishing slopes of short-

duration triangle-wave transient patterns (see Figure 3.7). Additionally, L-EBinning does

not achieve high IOU with Kepler-LCs because the duration of the rise phases of Kepler

patterns is very short (10 instances) as shown IOU results in Table 3.3.

As demonstrated in Tables 3.1 and 3.2, the IOUs for PAA, SAX, and 1D-SAX

methods were significantly high when the window size was set to 71. This effectiveness

is attributed to the bin size approximately matching a transient pattern duration of 60.

Knowing the duration of transient patterns in advance enables the optimal configuration of

bin sizes when applying methods like PAA, SAX, or 1D-SAX. Additionally, SAX configured

with q = 71 also improved IOU for capturing long-duration transient patterns (duration

of 100 - 500). This is because we integrated a merging function into SAX, similar to the

strategy used in EBinning. Without this merging function, SAX’s performance mirrors that

of PAA.

The IOU of MP-Z was the lowest because MP-Z compares the similarity between

the observational subsequence and all subsequences in LCs using the Z-normalized Euclidean

distance. The limitation is that Z-normalized Euclidean distance is not suitable for LCs that

include heavy noise. This is because MP-Z rescales each subsequence by Z-normalization,
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Figure 3.11: Sample results of MP-Z where the red lines indicate the start and end points

of the transient pattern. The blue highlight marks the subsequence containing the transient

pattern, while the green highlight shows the subsequence most similar to the blue subse-

quence as identified by MP-Z.

which may amplify the noise or transient pattern within those subsequences. Figure 3.11

demonstrates how Z-normalization can amplify noise and transient pattern. As illustrated

in this figure, the amplified noise and transient pattern significantly distort the inherent

patterns in the data, leading to poor similarity assessments. Consequently, MP-Z yields

lower IOU scores.

We utilized MP-non, a mode that does not employ Z-normalization for each subse-

quence. MP-non achieved better IOU scores than MP-Z because the peaks of the transient

patterns and noise were not rescaled by Z-normalization. However, MP-non struggles to

capture small transient patterns. Notably, our evaluation of MP is based on publications
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Figure 3.12: Comparison of IOU results for Kepler pattern. The solid red line represents

the result of EBinning, the dashed red line represents the peak of the Kepler pattern, and

the green line represents all phases of the Kepler pattern.

[32, 134, 141]. Recently, they proposed an enhanced version named Mplot, which is used to

identify exoplanets with LCs. Investigating and evaluating Mplot remains a task for future

work.

Turning to the IOU results of Kepler-LCs by varying methods, we observed that

PAA achieved the highest IOU across all phases of the Kepler pattern. In contrast, EBinning

captures only the rising phase but fails to accurately captures all phases of the pattern. This

failure is partly because EBinning might misclassify the decay phase as similar to normal

conditions, as illustrated in Figure 3.12. This impacts the IOU calculation, which relies on

the intersection interval between the bin containing the transient pattern and the transient

pattern itself. Consequently, we recalculated the IOU, focusing only on the rising phase of

the Kepler pattern. As shown in Table 3.3, MEBinning achieved the highest IOU, confirming

its effectiveness in capturing the rising phase.

However, EBinning did not achieve the highest IOU for Kepler patterns at 1σ

height, as these patterns are challenging to distinguish, as depicted in Figure 3.8. We also
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observed that methods using a window size of 71, which employ smaller bin sizes, attained

higher IOU values compared to those with a window size of 20. This improvement suggests

that smaller bin sizes can enhance IOU.

As previously mentioned, a larger window size with small bin sizes may not elim-

inate noise from unwanted outliers. This is because small bin sizes are less reliable and

analogous to the concept where small sample sizes fail to reflect the true mean based on

specific features of subsequences, resulting in each bin ultimately failing to reduce the noise.

Next, we will provide results on sketching quality in the following subsection.

Sketching Quality

We assessed the representation quality by measuring the approximation error. We

calculated as the Euclidean distance between the LCs and the sketching results for each

method.

Figure 3.13 shows the comparison results of the Euclidean distance for various

parameters. As previously discussed regarding window size, these results demonstrate that

both of our proposed methods achieved lower Euclidean distances compared to PAA, SAX,

and 1D-SAX (see Figure 3.13a). This indicates that our methods provide higher quality in

terms of capturing and sketching. Moreover, increasing the window size in our proposed

methods resulted in the lowest Euclidean distances among all methods tested.

By adding more parameters concerning the number of symbols, we observed that

the symbol count significantly impacts sketching quality, as depicted in Figures 3.13b and

3.13c. Note that we established two thresholds; the dashed and dotted lines represent the
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Figure 3.13: Comparison of Euclidean distance by various parameters.
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Euclidean distances for M-EBinning and L-EBinning, respectively, with q = 20. These re-

sults exhibit behavior similar to that shown in Figure 3.13a. The findings suggest that while

increasing the window size and the number of symbols can reduce the Euclidean distance,

it may not necessarily yield higher IOU scores and may not achieve lower distances than

those offered by our proposed methods. Additionally, defining these parameters manually

for other methods that yield good results can be time-consuming.

Accuracy for Detecting the Transient Pattern

We conducted an evaluation based on the accuracy rate for detecting transient

patterns in Square- and Triangle-LCs using each method. The detection procedure includes

the following three steps:

1. We computed sketching results for each LC by varying the method with the window

size set to q = 20.

2. We listed the top-k bin boundaries for the LC based on the metrics of each method.

3. If a bin boundary falls within the period when the transient occurs, we consider the

transient pattern detection to have succeeded in that LC.

For our proposed methods, we enhanced transient pattern detection by adapting

the mergeability scores (Eqs. 3.2 and 3.8). After computing EBinning, we ordered the

mergeability scores in S to list the top-k, where the highest mergeability scores indicate

the inclusion of a transient pattern within the bin. We also applied this approach with the

SK-method and DyBin.
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Figure 3.14: Comparison of ROC curve by various methods.

For MP and HOT-SAX, which measure the dissimilarity between the observational

subsequence and every other subsequence in the LCs, they select the top-k subsequences

based on their most dissimilar distances. The highest dissimilar distances suggest that

these subsequences are distinctly different from the others, especially since we injected one

transient pattern into each LC.

Figure 3.14 shows the ROC curve of this experiment for various methods. We

concluded the experimental results as follows:

M-EBinning achieved satisfactory results in detecting transient patterns in both

Square- and Triangle-LCs. However, the performance of L-EBinning significantly dropped

compared to M-EBinning. This decrease is attributed to L-EBinning’s lower IOU, suggest-

ing that it may fail to capture some transient patterns.

For MP, we observed that MP-non performed better than MP-Z. Those results

are similar to the evaluations in terms of the quality of capturing transient patterns, with
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MP-non achieving a higher IOU than MP-Z. However, MP-Z did not provide satisfactory

results compared to M-EBinning, as the false negative rate in MP-non was higher than in

M-EBinning at a true positive rate around 0.7 in Figure 3.14.

HOT-SAX, a discord discovery method, did not provide satisfactory results be-

cause its ROC curve was close to a linear line. This issue arises because HOT-SAX utilizes

SAX, where the number of symbols impacts the quality of capturing transient patterns.

Therefore, optimizing the parameter for the number of symbols may improve results, but

it can be difficult to assume the optimal settings for each LC, which may exhibit different

behaviors.

In summary, M-EBinning exhibited superior performance in terms of the quality

of capturing transient patterns, sketching results, and accuracy rate for detecting transient

patterns in synthetic datasets. However, other methods may provide high performance

with optimally provided input parameters. Our proposed method is a better choice that is

flexible for users without any assumptions regarding input parameters.

3.6.2 Experimental Results with Real-World Datasets

In this subsection, we present detailed experimental results using LCs containing

stellar flares2. These experimental results demonstrate the success of using M-EBinning

and highlight some limitations that require further research for improvement.

2LC dataset used in these experiments was provided by M. Aizawa and K. Kashiyama. Interested readers
can refer to [3] for more details.
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Stellar Flare Analysis Using M-EBinning

We utilized M-EBinning to LCs containing stellar flares and visually analyzed the

results. The sample outcomes are illustrated in Figure 3.15, where we observed that M-

EBinning can capture a stellar flare within a single bin. Note that comprehensive results

covering all flares are presented in the Appendix A.1.

Figure 3.15: Sketching results showing transient patterns from stellar flares [3], where the

black lines represent the original LCs and the blue lines represent the results from M-

EBinning.

Stellar Flare Detection

We evaluated flare detection using M-EBinning, HOT-SAX, and MP-non. Similar

to our approach with synthetic datasets, we adapted mergeability scores for M-EBinning

and dissimilar distances for MP-non and HOT-SAX. However, we selected only the top-

1 result, where the bin had the highest mergeability scores or dissimilar distances. To

calculate the true positive rate (TPR), we utilized 18 LCs, each containing only one bin

with the peak flare (the peak is referred to as one point). A bin that included the peak
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Table 3.4: Detection results with real flare by various methods

Method TPR FPR

M-EBinning 0.778 0.011

HOT-SAX 0.722 0.015

MP-Non 0.611 0.021

flare and had the highest mergeability scores (or dissimilar distances) was considered a true

positive. Conversely, a bin that had the highest scores but did not include the peak flare was

considered a false positive. The results are presented in Table 3.4. Overall, M-EBinning,

HOT-SAX, and MP-non prove effective for detecting stellar flares in LC data. However,

M-EBinning exhibits slightly superior performance compared to the other methods.

Remaining Challenges in Analysis Using M-EBinning

Here, we showcase examples of false alarms provided by M-EBinning, highlighting

ongoing challenges in the analysis. We conducted the evaluation using LCs that did not

include stellar flares verified by astronomers. The first scenario is related to LCs generated

from videos that capture the main star at the center and also include nearby stars. The

light intensity from nearby stars can destabilize the LCs. In real-world analysis, astronomers

mitigate these effects by analyzing the video data directly or reducing the aperture size when

generating LCs through aperture photometry. Figure 3.16 shows this scenario. Note that

the main star as shown in this figure appears in the center of the video but the nearby star

is high-intensity.

The second scenario is related to outliers that persist for more than two seconds.

Typically, unwanted outliers are single samples caused by measurement errors from hard-
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Figure 3.16: Example of LC including nearby star

Figure 3.17: LC from a trajectory of the artificial object: (Left) Full-length LC with the

trajectory of the artificial object occurrence highlighted in red; (Right) A zoomed-in view

of the period highlighted in red.

ware or cosmic rays. However, the outliers in these LCs do not occur as single samples and

the subsequences containing these outliers do not resemble stellar flares, as characterized by

the Kepler or Aizawa models [3, 23]. Upon reviewing the video data related to this period

of the LC, we observed an anomalous object moving from the top right to the top left of the

video with high-intensity. After further analysis, astronomers speculated that it might be

a trajectory of artificial object. Although M-EBinning captured this phenomenon, it was

considered a false positive because it did not correspond to a stellar flare. This LC and the

related video are shown in Figures 3.17 and 3.18.
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(a) First frame (b) Second frame

Figure 3.18: Video from a trajectory of the artificial object.

From these examples, it is evident that analyzing only LCs has limitations in

distinguishing different phenomena. Typically, astronomers analyze both videos and LCs

to determine whether they are observing targeted phenomena. Therefore, there remains

a challenge in analyzing videos using data binning techniques or in reducing false alarms

caused by other astronomical phenomena in analyzing LCs.

3.7 Discussion and Conclusions

This chapter details EBinning, a novel method that automatically adjusts bin sizes

based on a mergeability score. This score indicates whether two neighboring bins can be

merged without distorting the original features. EBinning is available in two modes: M-

EBinning, which compares distributions between two neighboring bins, and L-EBinning,

which compares trends between two neighboring bins.

M-EBinning has proven effective in terms of high quality in capturing and sketching

transient patterns, and accuracy in detection. In contrast, the performance of other methods
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often depends on input parameters such as bin size, the number of symbols for quantization,

or subsequence length. Therefore, EBinning offers valuable tools for astronomers studying

transient phenomena, eliminating the need for assumptions about input parameters.

In our future work, efforts will focus on reducing false positives that occur due to

nearby stars or other astronomical phenomena. We aim to explore the potential of applying

EBinning to detect other astronomical phenomena such as fast radio bursts and meteors.

These enhancements are expected to broaden the applicability of EBinning and improve its

accuracy in diverse astronomical settings. Additionally, we find opportunities to analyze

LCs that include a seasonal component, such as those from the periodic behavior of variable

stars [33] or the behaviors of γ-ray emissions [80].
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Chapter 4

Online Season Length Estimation

This chapter explores the Online Season Length Estimation (OnlineSLE) method,

a crucial part of our Adaptive Seasonal-Trend Decomposition method. The primary goal

of OnlineSLE is to estimate the season length, which indicates the duration of each com-

plete cycle in the time series data. We specifically address environments where data is

continuously updated in a streaming manner.

We organize this chapter into seven sections to enhance clarity and depth. Section

4.1 provides the necessary background on the seasonal components in time series. Section

4.2 reviews related work and identifies remaining gaps in existing methods. Section 4.3

explains the methodology behind OnlineSLE. Subsequently, Sections 4.4 and 4.5 detail the

datasets and experimental settings used. Section 4.6 presents the results of our experiments.

Finally, Section 4.7 offers the remaining challenge, conclusions, and outline directions for

future research.
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4.1 Background

Building on the foundational knowledge presented in Section 2.2.2, this chapter

explores the complexities and methodologies of estimating season lengths in real-time en-

vironments. As discussed earlier, accurate estimation of season lengths is pivotal across

various domains, including economic forecasting, climate monitoring, and health diagnos-

tics, where existing methods did not design for handling streaming data. In this thesis, we

address two previously mentioned challenges: fast computation and accurate estimation.

Here, we further detail these challenges in the following paragraphs.

Typically, season length aligns with standard intervals such as daily, weekly, or

monthly periods. However, some time series do not depend on these intervals, and a lack

of knowledge about the season length can be problematic. To enhance understanding, we

provide two classical time series in Figure 4.1 [11, 112]. Figure 4.1 (Top) shows the monthly

totals of international airline passengers from 1949 to 1960 after removing trends. We

observe that passenger numbers strongly depend on the month, peaking in summer and

declining in winter. Through visual inspection, we conclude a season length of 12 months.

Turning to Figure 4.1 (Bottom), it displays the monthly numbers of sunspots, we again

identify cyclic behavior that does not align with monthly intervals. We approximate the

season length at about 11 years. However, one might question whether it could be nine years.

It might be preferable to estimate season length without relying on visual inspection, as

the human eye can be misleading and requires specific knowledge. We address these issues

using the season length estimation (SLE) technique, with numerous studies supporting this

method [92, 118, 120, 127].
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Figure 4.1: Two classical time series. (Top) Monthly totals of international airline passen-

gers [11].; (Bottom) Monthly numbers of sunspots[112]

To address these challenges, our work introduces the concept of Online Season

Length Estimation (OnlineSLE). OnlineSLE represents an innovative approach designed to

work in streaming settings, enabling analysts to estimate season lengths accurately and

swiftly without waiting for complete data cycles.

4.2 Related Work

In this section, we first begin with the problem statement. Then, we will discuss

the two baseline methods that are traditionally utilized for SLE: the periodogram and the

auto-correlation function (ACF). We will also explore related works in the field of SLE.

4.2.1 Problem statement

Informally, season length can be estimated by identifying the number of obser-

vations between observable peaks or cyclic behaviors within a dataset, typically by visual
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inspection. However, for computational analysis, this task must be formalized mathemati-

cally. The SLE problem involves determining the periodicity of a time series by quantifying

the length of these cyclic behaviors.

To formalize this, let us define a time series Y as Y = T + S +R (as in Definition

2). Here, Yt, Tt, St, and Rt denote the observed value of the time series, trend component,

seasonal component, and residual component at timestamp t, respectively. The goal of SLE

is to determine the season length m, where St ≈ St−m holds for every t, indicating that the

season length m is consistent throughout the S.

4.2.2 Periodgram and Auto-correlation Function

The periodogram and ACF analyze data in different domains: the periodogram

operates within the frequency domain, while ACF within the time domain.

Periodogram

The periodogram is a graph that displays the power spectral density of a time

series within the frequency domain. It can indicate which frequencies are predominant in

the given time series by transforming a time series from the time domain into the frequency

domain through the Discrete Fourier Transform (DFT).

Consider a time series without a trend component Y = (Y1, . . . , YN ), where N is

the length of the series and n = 1, . . . , N serves as the index for each element of Y . The

periodogram (P(k)) is defined by the following equations:
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P(k) =
1

N

∥∥∥∥∥
N∑

n=1

Yne
−j2π(n−1)k/N

∥∥∥∥∥
2

k = 0, 1, . . . N − 1 (4.1a)

P(k) =
1

N
‖F(k)‖2 (4.1b)

In these equations, e−j2πk/N denotes the twiddle factor, which facilitates the trans-

formation of the time series into the frequency domain. The normalized bin index k/N

corresponds to a specific frequency f , expressed as f = k/N . The term F(k) in Equation

4.1b denotes the DFT of Y .

In the periodogram, large values indicate that the time series exhibits cyclical

properties of a seasonal component at specific frequencies. For example, consider a time

series consisting of five sine waves with a season length of 20 timestamps. When calculating

the periodogram of this entire time series, we observe that the peak value occurs at a

frequency of 0.05, as illustrated in Figure 4.2.

Figure 4.2: Comparison between the time-domain and frequency-domain expressions the

periodogram is an alternative representation of the original data.

As shown in Figure 4.2, we can map a frequency f to the time domain in the

context of the periodogram by taking the reciprocal of this frequency. This transformation

reveals that the highest peak at a frequency of 0.05 corresponds to a season length of 20
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timestamps in the time domain. This correlation between frequency and season length

underscores the utility of the periodogram in identifying the length of seasonal component

within time series.

The primary limitation of employing DFT is its frequency resolution, which de-

pends on the total number of points N used in the DFT [47, 66]. This limitation can lead

to inaccurate results in SLE. To illustrate this, we analyze a subset of the time series shown

in Figure 4.2, using only the first 83 timestamps (N = 83). The computed periodogram for

this time series is shown in Figure 4.3.

Figure 4.3: Illustration of frequency resolution issues in the periodogram due to influencer

of data points in the DFT.

The peak of periodogram approximately appears at a frequency of 0.048, where

k/N = 4/83. As k must be an integer in DFT, taking the reciprocal of this frequency

suggests a season length of approximately 20.75, which deviates from the ground truth of

20 timestamps. Adjusting k by ±1 to 3 or 5 yields reciprocal season lengths of 27.67 and

16.6 in the time domain, respectively, neither of which match the ground truth. Adjusting

k by ±1 to 3 or 5 results in reciprocal season lengths of 27.67 and 16.6 in the time domain.

This further illustrates the mismatch from the ground truth season length. In contrast, the

87



ACF can address this issue by analyzing the data directly in the time domain, providing a

more reliable estimate of season length where frequency resolution is less critical.

Auto-correlation Function

ACF operates within the time domain and measures the self-similarity of a signal

over varying delay times, referred to as lag. This function is particularly useful for iden-

tifying cyclical properties within a time series, thereby assisting in determining the season

lengths of such series. Consider a time series without a trend component Y = (Y1, . . . , YN ).

The ACF for a lag k is defined by the following equations:

ρ̂k =

∑N−k
n=1 (Yn − Ȳ )(Yn+k − Ȳ )∑N

n=1(Yn − Ȳ )2
(4.2)

where Yn denotes the data points in the time series, Ȳ denotes the mean of the

time series. The ACF helps to identify the degree to which current values in the time series

are influenced by past values up to a certain lag k, thereby revealing the seasonal component

at this length. To illustrate this, we compare the time series (using similar input as shown

in Figure 4.2) with the results of the ACF applied to this series, as shown in Figure 4.4.

Figure 4.4: Comparison between the original time series and the ACF.
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As shown in Figure 4.4, the highest peak of the ACF at lag k indicates that this

k corresponds to the seasonal component of length k within the time series. From this

example, the highest peak occurring at lag 20 suggests that the cycle length within the

time series is 20 timestamps. This analysis helps to demonstrate the reliability of ACF in

identifying true seasonal lengths without the frequency resolution limitations observed with

the periodogram. Additionally, we have shown the ACF results by providing a subset of

the time series using only the first 83 timestamps, as shown in Figure 4.5.

Figure 4.5: ACF analysis on a subset of the time series.

We found that the influence of the length of input data does not significantly

impact the ACF, with the highest peak still occurring at lag 20. However, analyzing in the

time domain can be challenging when estimating data with noise. To illustrate this, we

analyze a time series shown in Figure 4.2 but injected with Gaussian noise. The new time

series and its computed ACF are shown as Figure 4.6 (Left) and (Right), respectively.

From these results, we observe that the highest peak occurs at lag 21, suggesting

that the cycle length within the time series is 21 timestamps. It deviates from the ground

truth of 20 timestamps. This indicates that ACF analysis may produce incorrect results

when dealing with heavily noisy data. In such scenarios, the periodogram, which analyzes
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Figure 4.6: ACF analysis on a the time series with Gaussian noise injection.

data in the frequency domain, may be a better choice.

Both the periodogram and ACF are utilized to estimate the season length within

different domains. Each has its advantages and disadvantages. The following subsection

will provide a detailed of existing SLE methods based on these two baseline methods.

4.2.3 Existing SLE methods

The first baseline method that combines the periodogram and ACF for SLE was

introduced by M. Vlachos, P. Yu, and V. Castelli [120], known as the AutoPeriod method.

This method consists of two primary steps: generating a list of candidate season lengths

using the periodogram and then verifying this list using the ACF. They proposed an efficient

computation approach for both the periodogram and ACF through the use of fast Fourier

transform (FFT) and inverse fast Fourier transform (iFFT), respectively. As a result,

AutoPeriod achieves a time complexity of O(N logN), where N is the length of the time

series, primarily due to the utilization of FFT and iFFT.

The improved version of AutoPeriod is the Clustered Filtered Detrended AutoPe-

riod (CFD-Autoperiod) by T. Puech et al. They introduced additional steps such as density

clustering, lowpass filtering, and linear detrending of the ACF. These enhancements aim to
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increase the accuracy and robustness of the season length estimates. However, these im-

provements also result in a higher computational demand for CFD-Autoperiod compared

to AutoPeriod.

Another improvement based on the periodogram and ACF is RobustPeriod [127].

This method enhances robustness by integrating the Huber loss [41] into the periodogram

and ACF calculations. Huber loss is a hybrid error metric that combines the advantages of

squared error loss and absolute error loss, which it is less sensitive to outliers within time

series. Their study showed improved outcomes, although at a higher computational cost

than AutoPeriod. Notably, the recent version of RobustPeriod, known as Robust Dominant

Periodicity, addresses time series with missing data [128]. The foundational approach of this

method combines the periodogram and ACF, adopting Huber loss to enhance its robustness

and reliability.

M. Toller, T. Santos, and R. Kern introduced an enhanced baseline method that

combines the periodogram and ACF, known as SAZED, which stands for Spectral and

Average Autocorrelation ZEro Distance density [118]. This method is an ensemble approach

that incorporates three components: the traditional baseline techniques of the periodogram

and ACF, along with the average of time series zero distances. Although, they introduced

an additional baseline component, the overall computational cost remains O(N logN) in

terms of time complexity by relying on FFT and iFFT.

An alternative method for SLE that utilizes only the ACF is FindLength [79].

This method identifies the highest spike from the ACF results, as shown in Figure 4.4.

While FindLength benefits from faster computation due to its reliance solely on ACF, its
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accuracy for SLE may decrease when dealing with time series data containing heavy noise,

as discussed in Section 4.2.2.

The SLE methods discussed in this subsection were originally designed for batch

processing in offline mode, requiring access to the entire time series data for estimation.

To adapt these methods for online operation, a sliding window concept can be employed.

Although this adaptation enables online functionality, the computational cost remains a

concern in streaming environments. Each sliding window update requires O(N logN) in

time complexity, largely due to the reliance on FFT and iFFT. Addressing this challenge is

crucial for effective streaming data analysis.

Our proposal for an online SLE method utilizes the Sliding Discrete Fourier Trans-

form (SDFT), which iteratively updates Fourier transform results by adding new data and

subtracting the oldest, mirroring the sliding window concept. This concept significantly re-

duces the computational time to O(N), which is faster than traditional FFT-based methods.

Additionally, due to the frequency resolution issues inherent in the DFT concept, methods

that rely on the ACF typically require O(N logN) time complexity. To overcome this, we

propose an alternative solution that uses a spectral peak location estimator. This method

achieves a computational cost of O(N), thereby enabling faster computation compared to

traditional SLE methods.

4.3 Online Season Length Estimation

This section details the concept for reducing the computational cost of the peri-

odogram using the SDFT, discussed in Section 4.3.1. It then addresses the limitations of
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the periodogram, explaining why existing methods utilize the ACF and how our proposed

solution circumvents these limitations without relying on ACF, by employing the spectral

peak location estimator detailed in Section 4.3.2. Finally, the process of implementing our

OnlineSLE method is described in Section 4.3.3.

4.3.1 Sliding Discrete Fourier Transform (SDFT)

SDFT operates by leveraging the previously calculated DFT results to update the

transform incrementally. This avoids the computational expense of recalculating the DFT

from scratch for every incoming data in a sliding window, which is particularly advantageous

for streaming data.

Consider a sliding window containing the time series (Yt−N+1, . . . , Yt), and compare

it to the time series from the previous window (Yt−N , . . . , Yt−1). We denote the DFT results

for these two windows as Ft(k) and Ft−1(k), respectively. The key difference between Ft(k)

and Ft−1(k) lies in the addition of the incoming data Yt and the subtraction of the oldest

data Yt−N from every point in the frequency domain. This is mathematically represented

by the following recursive update formula:

Ft(k) = ej2πk/N [Ft−1(k) + Yt − Yt−N ] k = 0, 1, . . . , N − 1 (4.3)

In this equation, the operations include adding Yt, subtracting Yt−N , and multi-

plying by the twiddle factor (ej2πk/N ) for each value of k from 0 to N−1. SDFT is executed

once per frequency component in the DFT, across all N points of the sliding window. As

such, the total computational cost for updating the SDFT involves N constant-time oper-
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(a) F4(k) (b) F5(k)

Figure 4.7: Comparison of FFT results between timestamps 4 and 5 with k = 1, demon-

strating the SDFT update process.

ations, resulting in an overall complexity of O(N).

To illustrate the practical of SDFT, consider the example of transitioning from

a time series window containing time series (Y1, . . . , Y4) to a new window as (Y2, . . . , Y5).

We denote the DFT results for these windows as F4(k) and F5(k), respectively. Figure 4.7

shows how the SDFT is computed between timestamps 4 and 5 for k = 1. The difference

between F4 and F5 highlights the addition of Y5 and the subtraction of Y1 from every point

in the frequency domain, aligning with the SDFT’s update formula.

Proof. This proof elucidates the recursive nature of the SDFT as detailed in Eq.

(4.3), demonstrating how each new data point incrementally updates the DFT results, thus

underscoring its computational efficiency. Given an input sequence with a length of at least

(N + q+ 1), where q denotes the starting index of the DFT window, we consider a DFT of
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length N for the window (Yq, Yq+1, . . . , Yq+N−1):

Xq =
N−1∑
n=0

Yn+qe
−j2πnk/N (4.4)

Then, sliding to the next window with the starting point at the (q+1)-th position,

we compute the DFT of length N for this new window (Yq+1, Yq+2, . . . , Yq+N ), dynamically

tracking changes in the frequency domain as the window advances:

Xq+1 =
N−1∑
n=0

Yn+q+1e
−j2πnk/N (4.5)

Substituting p = n+ 1 for the range 1 to N , we have:

Xq+1 =
N∑
p=1

Yp+qe
−j2π(p−1)k/N (4.6)

Adjusting for the N -th term by subtracting and adding the p = 0 case:

Xq+1 =

N−1∑
p=0

Yp+qe
−j2π(p−1)k/N + Yq+Ne−j2π(N−1)k/N − Yqe

j2πk/N (4.7)

The exponential terms can be factored as follows:

Xq+1 = ej2πk/N

N−1∑
p=0

Yp+qe
−j2πpk/N + Yq+Ne−j2πNk/N − Yq

 (4.8)

The e−j2πNk/N term simplifies to 1 + j0 for k is always integer values, since
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e−j2πNk/N = 1, leading to:

Xq+1 = ej2πk/N

N−1∑
p=0

Yp+qe
−j2πpk/N + Yq+N − Yq

 (4.9a)

= ej2πk/N

[
N−1∑
n=0

Yn+qe
−j2πnk/N + Yq+N − Yq

]
(4.9b)

= ej2πk/N [Xq + Yq+N − Yq] (4.9c)

Note that the summation enclosed in square brackets in Eq. (6a) represents the

DFT calculated for the kth component, using p as the indexing variable rather than n. For

the latest timestamp t, the DFT results from the current sliding window (Yt−N+1, . . . , Yt)

and the previous sliding window (Yt−N , . . . , Yt−1) are denoted as Ft(k) and Ft−1(k), respec-

tively. This notation allows us to succinctly express the DFT update formula, transitioning

from Ft−1(k) to Ft(k) as follows:

Ft(k) = ej2πk/N [Ft−1(k) + Yt − Yt−N ] (4.10)

By replacing FFT with SDFT for periodogram computation, we significantly re-

duce the computational cost from O(N logN) to O(N). However, the challenge with fre-

quency resolution remains. As previously discussed, existing SLE methods address this

issue by utilizing ACF, which also has a computational cost of O(N logN). The following

subsection will introduce spectral peak location estimator, an alternative technique that

maintains computational efficiency, ensuring the cost does not exceed O(N).
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Figure 4.8: Example of DFT coefficients resolution issue.

4.3.2 Spectral Peak Location Estimator

As previously mentioned in Section 4.2.2, a primary limitation of employing DFT

in a periodogram is its frequency resolution, which depends on the total number of points

N used in the DFT. To illustrate this issue, we plot the periodogram in Figure 4.8.

Figure. 4.8 shows a plotting periodogram that is computed by DFT. In concept

DFT, the index k must be an integer (0 ≤ k ≤ N − 1). The k = 9 is closest to kpeak,

where actual index yields the actual highest power in the periodogram. Adjusting k to 8

does not correspond to the actual highest power. This example highlights the potential

for error due to frequency resolution limitations. As discussed in Section 4.2.2, numerous

studies have utilized ACF to address this issue by analyzing both the frequency domain

using the periodogram and the time domain using ACF. However, this combination incurs

a computational cost of O(N logN) due to ACF relies on iFFT. To reduce the computational

cost, we adopted an alternative approach that utilizes spectral peak location estimation to

interpolate kpeak with a computational cost less than O(N).

Spectral peak location estimator interpolates the index kpeak, which corresponds to
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the highest power in the Fourier transform result without an increase in N [47, 66, 93, 104].

The kpeak is determined by kpeak = k̂ + δ, where k̂ denotes the index of the highest power

location from periodogram (or DFT), and δ denotes the residual frequency, which can be

positive or negative, as shown in Figure. 4.8. Spectral peak location estimator is based

on the cuvre-fiting technique. This estimator is divided into two groups: non-iterative and

iterative estimators [1, 104].

Non-iterative estimator

Non-iterative estimator is the method that computes kpeak by utilizing curve-

fitting with the neighborhood DFT results of k̂ ± 1. The interpolatation of this group

generally relies on the peak DFT coefficient and its neighbors. For example, in Figure. 4.8,

k̂ corresponds to 9 and k̂ ± 1 corresponds to 8 and 10. However, the interpolatation must

be done in one time without reiteration for recheck the results.

To demonstrate the non-iterative estimator, we utilized the Quinn estimator for

explanation, which is a classical estimator [66, 93]. The procedure of the Quinn estimator

is as follows:

α1 = ℜ(Xk̂−1/Xk̂) (4.11a)

α2 = ℜ(Xk̂+1/Xk̂) (4.11b)

δ1 = α1/(1− α1) (4.11c)

δ2 = −α2/(1− α2) (4.11d)

where ℜ{·} denotes the real part, and Xk denotes the DFT coefficients for positive
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integer k values. The final δ estimation can be expressed as:

δ =


δ2 δ1 > 0 and δ2 > 0

δ1 otherwise

(4.12)

The Quinn estimator requires adjusting k̂ with δ. However, it has a limitation when

Xk̂ corresponds to the highest power provided by integer k from the DFT. This situation

arises because the estimator must add the δ to k̂, as discussed in [66, 104]. Therefore,

we utilized an iterative estimator method to estimate kpeak instead of the non-iterative

estimator.

Iterative estimator

The iterative estimator is an interpolator that, unlike non-iterative estimators,

provides robust results through iterative verification and re-interpolation [1, 104]. However,

iterative estimator requires the high computational cost than non-iterative estimators. In

this thesis, we utilized Q-Shift Estimator (QSE), that the iterative estimator is proposed

by A. Serbes [104]. This estimator is call Q-Shift Estimator (QSE). The process of this

algorithm show in Algorithm 3.

Here, Xk =
∑N−1

n=0 Yn exp(−j2πnk/N) allows k to extend to non-integer values

by modifying it as k̂ + δi−1 ± q. The function c(q) is defined as c(q) = 1−πq cot(πq)
q cos2(πq)

, with q

appropriately selecting the value of the shift. The number of iterations for QSE is suggested

to be 3, based on evaluations in the original QSE publication [104]. The computational cost

of QSE does not exceed O(3N), which is attributed to the transformation from the time

domain to the frequency domain using the twiddle factor in Line 3 of Algorithm 3. Moreover,
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Algorithm 3: Q-shift Estimator (QSE)

Input: Sliding window W, k̂, number of iterations Q

Output: Residual frequency δ

1 δ0 ← 0

2 for i← 1 to Q do

3 δi =
1

c(q)

(
ℜ
{

Xk̂+δi−1+q−Xk̂+δi−1−q

Xk̂+δi−1+q+Xk̂+δi−1−q

})
+ δi−1

4 δ ← δQ

5 return δ

Algorithm 4: HAQSE

Input: Sliding window W, k̂

Output: Residual frequency δ

1 q ← 1
3√N

2 δα = N
2π arcsin

(
sin

(
π
N

)
ℜ
{

Xk̂+0.5+Xk̂−0.5

Xk̂+0.5−Xk̂−0.5

})
3 δ = 1

c(q)

(
ℜ
{

Xk̂+δα+q−Xk̂+δα−q

Xk̂+δα+q+Xk̂+δα−q

})
+ δα

4 return δ

the value of q was suggested to be in the range between -0.5 and 0.5 from the peak DFT

magnitude, as reported by Y. Liu et al. [65], and E. Aboutanios and B. Mulgrew [1]. Given

this, A. Serbes proposed a second version called the Hybrid Aboutanios and Mulgrew and

q-shift estimator (HAQSE) in the QSE publication [104]. The algorithm HAQSE is shown

as Algorithm 4.

One of the key features of HAQSE is its transformation from the iterative ap-
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proach of QSE to a non-iterative approach, significantly enhancing computational speed at

Algorithm 4 Line 2. This transformation was proposed by J. Liao and S. Lo in [61]. By

eliminating the need for repeated iterations, it speeds up the computation process. Conse-

quently, HAQSE offers faster computations compared to QSE.

Note that there are many studies related to spectral peak location estimators, such

as the Improved Quinn [66], Jacobsen estimator [47], among others. In this thesis, we utilize

both the Quinn estimator and HAQSE to compare the performance between non-iterative

and iterative estimators in terms of latency time and stability in estimating the season

length.

4.3.3 OnlineSLE method

Here, we provide detail of the OnlineSLE method and include the pseudocode

shown in Algorithms 5 and 6. The OnlineSLE is divided into two phases: the initial phase

and the online phase. User must be set a sliding window size (N) and provide the time

series with length N to collect in the sliding window for the initial phase. Conversely, user

provides incoming data (Yt) as input parameter for each timestamp.

During the initial setup, the user must provide a time series to fill the sliding

window. If sliding window is full, OnlineSLE then calculates the periodogram (P(k)) for

the initial sliding window using FFT, which incurs a computational cost of O(N logN).

After computing the periodogram, the peak index k̂ is identified using the argmax function.

In Line 7, OnlineSLE employs a spectral peak location estimator function (SPLE) to pinpoint

the actual frequency where it has the highest value in the periodogram. Note that both
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Algorithm 5: OnlineSLE: offline phase

Input: Sliding window size (N), Y = (Y1, Y2, . . . , YN )

Output: Initial season length (m)

1 begin

2 W ← Y

3 F(k)← FFT(W)

4 P(k)← ∥F(k)∥2

5 k̂ ← argmaxk(P(k))

6 fpeak ← SPLE(k̂)

7 m← (1/fpeak)

8 return m

OnlineSLE and ASTD1 utilize the HAQSE method for the SPLE function, although it is

possible to substitute this with the Quinn estimator or to omit the SPLE function. Following

this, the initial season length (m) is estimated by taking the reciprocal of this frequency.

In the online phase, OnlineSLE produces mt for each incoming data point by

processing data within the current sliding window. This phase is similar to the initial

phase, with the primary difference being the computation of the periodogram using SDFT

instead of FFT (Line 15). In this phase, OnlineSLE recalculates the periodogram by adding

the incoming data point (Yt) and subtracting the oldest data point Yoldest from the previous

periodogram results. Following this update, OnlineSLE continues with processes similar to

those in the initial phase, including the use of the SPLE function and calculating the season

1ASTD is our proposed method for online seasonal-trend decomposition, which integrates with Onli-
neSLE. Details of this method are provided in Chapter 5.
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Algorithm 6: OnlineSLE: online phase

Input: Incoming data(Yt), t ≥ N

Output: season length at t (mt)

1 begin

2 Yoldest ←W[1]

3 W ←W[2 : N ]

4 append(W, Yt)

5 F(k)← SDFT(F(k), Yt, Yoldest)

6 P(k)← ∥F(k)∥2

7 k̂ ← argmaxk(P(k))

8 fpeak ← SPLE(k̂)

9 mt ← (1/kpeak)

10 return mt

length (mt) by taking the reciprocal of the frequency result from the spectral peak location

estimator.

4.4 Datasets

In our experiments, we evaluated the performance of our OnlineSLE and existing

SLE methods using both synthetic and real-world datasets. To ensure consistency and

comparability across different datasets, we applied Z-normalization to standardize the data.

Additionally, we removed any linear trends using the detrend function from the SciPy
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library2, applied to the entire time series. This preprocessing step helps to minimize the

influence of non-stationary elements in the data, thereby enhancing the accuracy of SLE

methods under comparison.

4.4.1 Synthetic Datasets

We employed two synthetic datasets to evaluate the performance. These datasets

were generated different patterns for seasonal components and various noise conditions.

• Syn1: This dataset features a consistent square wave pattern where each cycle spans

a length of 100 timestamps, with the season length remaining constant throughout

the dataset.

• Syn2: This dataset comprises three distinct seasonality phases, each modeled with

a sine wave pattern. The season lengths for these phases are set at 50, 80, and 50

timestamps, respectively, with transitions occurring at 1,800 and 3,600 timestamps.

To further evaluate the resilience of SLE methods, both datasets were subjected to

varying levels of Gaussian noise. Noise was introduced at four different standard deviation

levels: 0.05σ, 0.10σ, 0.50σ, and 0.75σ. Here, σ represents the standard deviation of the

original time series before noise injection. This procedure generated a total of eight synthetic

datasets, that are shown in Figure 4.9.

2https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.detrend.html
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Figure 4.9: Visualization of the synthetic datasets Syn1 and Syn2, demonstrating the dif-

ferent seasonality patterns and noise levels.

4.4.2 Real-world Datasets

In our evaluations, we utilized three real-world datasets: the Sunspots, Electro-

cardiograms (ECG), and Arterial Blood Pressure (ABP) datasets. The Sunspots dataset

records the monthly average number of sunspots from 1794 to 2023, with the average cycle

length being approximately 11 years, as shown in Figure 4.1 (Bottom) [112]. The ECG and

ABP datasets comprise recordings from electrocardiograms and arterial blood pressure, col-

lected from a healthy volunteer who was positioned on a tilt table with foot support [32, 37].

Illustrations of ECG and ABP datasets are shown in Figures 4.10 and 4.11. That these data

were subjected to Z-normalization and detrending across the entire time series. However,

it is possible that portions of the trend may still be contained within the time series.
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Figure 4.10: The real-world datasets, where the red line indicating the point of rapid rotation

of the tilt table affecting the volunteers. (Top) ECG dataset; (Bottom) ABP dataset.

Figure 4.11: First 1600 timestamps of the real-world datasets from Fig. 4.10. (Left) ECG

dataset; (Right) ABP dataset.

4.5 Experimental Setting

4.5.1 Comparison Methods

In our study, we initially focused on comparing periodogram implementations using

FFT and SDFT. For FFT computations, we utilized the implementation available in the

NumPy3 and SciPy4 library.

3https://numpy.org/doc/stable/reference/generated/numpy.fft.fft.html
4https://docs.scipy.org/doc/scipy/reference/generated/scipy.fft.fft.html
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Shifting our focus to SLE methods, we compared OnlineSLE with existing SLE

methods to assess performance. These methods were implemented using Python 3.9.2 and

R 4.3.0. To ensure a fair comparison, all methods, including AutoPERIOD [120], SAZED

[118], and FindLength [79], were adapted to operate in an online mode using a sliding

window approach.

For the spectral peak location estimators, we re-implemented the Quinn [93], QSE

[104] , and HAQSE [104] estimators for OnlineSLE in Python, as the original source codes

were available only in Matlab. Hereafter, we refer to OnlineSLE-none, OnlineSLE-Quinn,

OnlineSLE-QSE, and OnlineSLE-HAQSE as OnlineSLE without an estimator, OnlineSLE

with the Quinn estimator, OnlineSLE with the QSE, and OnlineSLE with the HAQSE,

respectively.

4.5.2 Evaluation Metrics

As previously discussed, the primary objectives of OnlineSLE are fast and accuracy

in SLE. To quantitatively evaluate performance, we considered two metrics: latency time

and accuracy.

Latency Time Metric

To measure the latency time for each sliding window, we recorded the processing

latency from the moment the incoming data was received until the method provided the

season length for each sliding window. The pseudocode for recording latency time is shown

in Algorithm 7.
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Algorithm 7: Latency time of SLE method during the online phase for

each timestamp

Input: Incoming data(Yt), t ≥ N

Output: latency time at t

1 begin

2 Yoldest ←W[1]

3 W ←W[2 : N ]

4 append(W, Yt)

5 start time ← get time() // Record the start time

6 mt ← SLEmethod(W)

7 end time ← get time() // Record the end time

8 latency ← end time − start time

9 return latency

From this pseudocode, we recorded the latency time for each sliding window and

then computed the average. A lower average latency indicates enhanced computational

efficiency, reflecting a faster method that is more suitable for real-time applications.

Accuracy Rate Metric

For the accuracy evaluations, we considered three phases: numerical accuracy

evaluation between FFT and SDFT, accuracy evaluation by various spectral peak location

estimator of OnlineSLE, and accuracy evaluation by various SLE methods.

Firstly, we conducted an evaluation of the numerical computation error between
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results using FFT and SDFT for each sliding window. This evaluation, based on the two

studies cited in [26, 53], evaluates the potential deviations in the numerical error of the

SDFT from the FFT. In this phase, we measured the mean absolute error (MAE) between

the FFT and SDFT results across each sliding window. A lower MAE indicates negligible

differences between FFT and SDFT results.

The second phase evaluates the accuracy of different estimators used in OnlineSLE.

We utilized the estimation results to determine whether they exactly match the ground truth

season length, with variations in the sliding window size serving as an input parameter.

In the third phase, our focus shifted to a broader comparison across various SLE

methods. We tallied the number of sliding windows where the estimated season length

matched the ground truth for each dataset. The accuracy ratio was then calculated by

dividing the number of correct estimations by the total number of sliding windows evaluated

for each dataset. To ensure a comprehensive evaluation of the accuracy rate in third phase,

we considered two criterion settings:

• ±0% (Exact Match): Under this criterion, an estimation is deemed accurate only if

it exactly match with the ground truth season length.

• ±20%: This more lenient setting allows for an error bound, deeming an estimation

correct if it falls within a bound of ±20% of the ground truth season length. Note

that we set the error bound at ±20% based on the evaluation in [118].
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Figure 4.12: Comparison of time performance for different SLE methods.

4.6 Experimental Results

4.6.1 Time Performance Evaluation

Time performance evaluation was conducted on a MacBook Air (2022) with 8

CPU cores (Apple M2) and 16 GB of memory. The key parameter for all SLE methods

is the sliding window size, which influences the time complexity. For example, the time

complexity of OnlineSLE is O(N), while AutoPeriod is O(N logN), where N denotes the

sliding window size. Although the sliding window sizes varied, we set the total number of

sliding windows to 10,000 for each scenario to ensure a fair comparison.

The results of latency times for various methods and sliding window sizes are

shown in Figure 4.12. Overall, all methods exhibit the same trend: as the sliding window

size increases, the computational cost also increases.

The periodogram computations using FFT and SDFT were particularly notewor-

thy, as shown in Figure 4.12 (Left). FFT from SciPy is faster than NumPy because SciPy

uses Bluestein’s algorithm, which ensures computation is never worse than O(N logN) [10].

Comparing SDFT and FFT, the results demonstrate that periodogram computations using
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SDFT are faster than those using FFT from both NumPy and SciPy. This suggests that

SDFT achieves a significant reduction in time complexity. Note that FFT is most efficient

when N is a power of two due to symmetries in the calculated terms of Cooley-Tukey

algorithm [20].

Analysis indicated that SAZED and AutoPeriod required more computation time

compared to OnlineSLE. AutoPeriod relies on both the periodogram and ACF, which de-

pend on FFT and iFFT. Similarly, SAZED relies on these components, in addition to the

average of time series zero distances. Consequently, both AutoPeriod and SAZED operate

at O(N logN), which is slower than OnlineSLE with the O(N) computational cost.

OnlineSLE-None and FindLength demonstrated better efficiency in computation

time compared to the other methods evaluated. This efficiency is particularly evident when

processing data in sliding windows.

Turning to various spectral peak location estimator, OnlineSLE-None achieved

faster computation compared to versions that incorporate such estimators. This is pri-

marily because adding an estimator generally increases the computational cost. Among the

estimators, the Quinn estimator, with a computational cost of O(1), showed better efficiency

in computation time compared to QSE, which has a computational cost of O(3N) due to its

iterative approach. HAQSE provides faster computation than QSE, which is HAQSE’s hy-

brid version. Notably, with these variations in estimators, OnlineSLE performs faster than

both SAZED and AutoPeriod. We summarized the computational cost for each method in

Table 4.1.

111



Table 4.1: Computational cost of each method

DFT ACF SPLE

AutoPeriod O(N logN) O(N logN) -

SAZED O(N logN) O(N logN) -

FindLength - O(N logN) -

OnlineSLE (None) O(N) - -

OnlineSLE (Quinn) O(N) - O(1)

OnlineSLE (QSE) O(N) - O(3N)

OnlineSLE (HAQSE) O(N) - O(N)

4.6.2 Error in Numerical Computation of SDFT Evaluation

This subsection introduces a numerical computation error of the SDFT, specifi-

cally concerning the approximation of twiddle factors in its recursive implementation. This

concerning was highlighted by J. Kim and T. Chang [53].

Unlike the FFT, which computes each transformation by applying the twiddle

factor to the original time series data only once in the time domain, the SDFT multiplies

twiddle factors with previous DFT results at each timestamp. Consequently, in SDFT,

results are multiplied many times with twiddle factors through a recursive approach. It can

introduce deviations from the actual DFT results, potentially leading to inaccuracies. To

investigate these deviations, we conducted a comparative analysis of the numerical compu-

tations between FFT and SDFT using our synthetic datasets with noise level 0.05σ. Figure

4.13 shows an error graph that quantifies the numerical errors for various datasets.

The graph shows that the numerical error for SDFT is consistently on the order

of 10−14, with an average computation error of 0.6864×10−14. Significantly, the analysis

shows that these errors do not increase, even with the repetitive recalculations inherent in

the sliding window strategy employed by SDFT. Thus, these findings support the use of
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Figure 4.13: Numerical error computation between FFT and SDFT by various datasets.

(Left) Syn1; (Right) Syn2.

SDFT over FFT, due to its minimal numerical error and fast computation capabilities.

4.6.3 Accuracy by Spectral Peak Location Estimator of OnlineSLE

We conducted an evaluation of the accuracy of OnlineSLE using various spectral

peak location estimators and different sliding window sizes. The goal of this evaluation is to

demonstrate how the size of the sliding window influences frequency resolution. We utilized

the Syn1 and Syn2 datasets with noise level 0.05σ for this analysis. Note that Syn2 were

sepeated each phase for evaluation in this subsection. The results are shown as Figure 4.14,

where the x-axis represents the window sizes and the y-axis represents the season length

results provided by the estimator.

The window size is considered to be the optimal window size for accurately deter-

mining kpeak if the window size divided by a positive integer kpeak equals the ground truth.

For example, consider Syn1 with a ground truth season length of 100. If the window size

is 400 and kpeak is 4, the frequency of this kpeak is 0.01, and taking the reciprocal of this

frequency suggests a season length of 100, which matches the ground truth. However, if the
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(a) All estimators

(b) QSE vs HAQSE

Figure 4.14: Comparison of accuracy results with synthetic datasets by various estimators

and sliding window size. (Left) the accuracy results with Syn1 (Ground truth = 100);

(Middle) the accuracy results with the first phase of Syn2 (Ground truth = 50); (Right)

the accuracy results with the second phase of Syn2 (Ground truth = 80).

window size is 399, no positive integer for kpeak can map to the ground truth, as explained

in Section 4.2.2.

The window size is considered to be the optimal window size for accurately de-

termining kpeak if window size divided by a positive integer kpeak equals ground truth. For

example, consider Syn1 (Ground truth = 100), the window size is 400 and kpeak is 4 the

frequncy of this kpeak is 0.01 and taking the reciprocal of this frequency suggests a season

length 100 that match with ground truth. However, if the window size is 399 any positive

114



integer kpeak cannot map to the ground truth, as explained in Section 4.2.2.

The season length determined by OnlineSLE-none is unstable and often deviates

significantly from the ground truth. However, using the optimal window size can yield the

correct season length that exactly matches the ground truth. The results from OnlineSLE-

Quinn were more stable than those from the non-estimator version, but they still failed to

provide the correct season length even with the optimal window size. This limitation is

due to the nature of the Quinn estimator, a non-iterative estimator, which does not verify

whether the kpeak is the actual peak, this limitation also discussed in [66]. Both QSE and

HAQSE exhibited stable results, independent of window size. However, HAQSE provided

results that were closer to the ground truth compared to QSE, as shown in Figure 4.14b.

Therefore, we utilized HAQSE to mitigate the influence of window size on season length

estimation.

4.6.4 Accuracy Rate Evaluation with Synthetic Datasets

We conducted an evaluation to compare the accuracy rates of various SLE meth-

ods using synthetic datasets. The optimal window sizes for all algorithms were set based

on preliminary tests: 500 instances for Syn1 and 400 instances for Syn2. Note that in

subsequent discussions, OnlineSLE will be referred to as including the HAQSE estimator

to mitigate the influence of window size on DFT results. The outcomes of these evaluations

are presented in Tables 4.2 and 4.3.

All methods successfully estimated the season length for the Syn1 dataset, as the

season length was kept constant. However, the accuracy rate of FindLength was signif-
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Table 4.2: Comparison of accuracy rate results with Syn1 by various methods.

Methods
Accuracy rate

±0% setting ±20% setting
0.05σ 0.10σ 0.50σ 0.75σ 0.05σ 0.10σ 0.50σ 0.75σ

AutoPeriod 1.000 1.000 0.923 0.629 1.000 1.000 1.000 1.000

FindLength 1.000 1.000 0.912 0.465 1.000 1.000 0.989 0.698

SAZED 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1.000

OnlineSLE 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Table 4.3: Comparison of accuracy rate results with Syn2 by various methods. The bolded

and underlined results represent the highest accuracy rate across SLE methods.

Methods
Accuracy Rate

±0% setting ±20% setting
0.05σ 0.10σ 0.50σ 0.75σ 0.05σ 0.10σ 0.50σ 0.75σ

AutoPeriod 0.696 0.694 0.369 0.310 0.911 0.911 0.906 0.897

FindLength 0.683 0.681 0.342 0.212 0.875 0.873 0.837 0.594

SAZED 0.826 0.647 0.546 0.506 0.908 0.908 0.909 0.909

OnlineSLE 0.910 0.913 0.920 0.920 0.910 0.913 0.920 0.920

icantly impacted by increased noise levels, as shown in Table 4.2. However, FindLength

exhibited lower accuracy in estimating season lengths when faced with heavy noise. This

issue is discussed in more detail in Section 4.2.3, which it relies on only the ACF to analyze

data in the time domain. These results clearly demonstrate OnlineSLE’s advantage over

FindLength, as OnlineSLE maintains a higher accuracy rate while providing equally fast

computation.

Referring to Table 4.3, it is evident that SAZED and AutoPeriod often achieved

second or third-highest accuracy rates. However, the computational cost for these methods

are substantially greater than for OnlineSLE. As for OnlineSLE, it consistently surpassed

other SLE methods in terms of both accuracy and computational efficiency.
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Table 4.4: Experimental results with real-world datasets by various methods. The bolded

and underlined results represent the highest accuracy rate across SLE methods.

Method
Accuacy rate

Sunspots dataset ECG dataset ABP dataset
±0% ±20% ±0% ±20% ±0% ±20%

AutoPeriod 0.126 0.946 0.058 0.963 0.018 0.591

FindLength 0.126 0.946 0.053 0.928 0.018 1.000

SAZED 0.000 0.965 0.000 0.958 0.016 0.986

OnlineSLE 0.824 0.921 0.867 0.867 0.741 0.811

4.6.5 Accuracy Rate Evaluation with Real-world Datasets

Similar to Section 4.6.3, we evaluated the performance of various SLE methods

in terms of accuracy rates. For this evaluation, we used the Sunspots, ECG, and ABP

datasets with ground truth season lengths of 132 (for 11 years), 200 and 210, respectively.

The results of these evaluations are presented in Tables 4.4.

Overall, OnlineSLE achieved a high accuracy rate in the ±0% setting. This perfor-

mance is largely due to its handling of residual trends remaining after trend filtering, which

significantly affect ACF calculations. In contrast to existing SLE methods, OnlineSLE an-

alyzes data exclusively in the frequency domain, thereby avoiding the impact of residual

trends. While other SLE methods may demonstrate superior performance in the ±20%

setting, the accuracy in the ±0% setting is particularly advantageous for actual analysis.

It should be noted that the accuracy rates of existing methods evaluated in this

study may drop significantly in a streaming environment. This decline is due in part to the

preprocessing approach employed, which involved the application of trend filtering to the

entire dataset. This approach is not practical for streaming data.
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4.7 Discussion and Conclusions

In conclusion, we have introduced OnlineSLE, a fast and accurate method for

online season length estimation. This method operates by analyzing the time series exclu-

sively in the frequency domain. Additionally, we have introduced a novel solution to address

frequency resolution issues that incorporate a spectral peak location estimator with the pe-

riodogram. This solution achieved fast computation and higher accurate than existing SLE

methods, which rely on ACF.

Future work will focus on two directions: numerical error computation in SDFT

and reducing the computational cost of OnlineSLE. The first direction is related to an

approximation of twiddle factors in recursive SDFT as explained in Section 4.6.2. Fur-

ther insights into SDFT structures are provided by A. Chayhan and K.M. Singh, who

reviewed various adaptations of SDFT, including modulated-SDFT, Douglas&Soh-SDFT,

and observer-based-SDFT [16]. Their review highlights the advantages and disadvantages of

each structure, discussing aspects such as numerical error computation, noise performance,

and stability analysis. Moreover, R. Lyons5 and C. Howard have proposed enhancements

to stabilize SDFT in recently [70], suggesting that further investigation into different SDFT

structures could enhance our OnlineSLE. These findings highlight existing gaps and po-

tential improvements for enhancing the robustness of our OnlineSLE using different SDFT

structures.

5R. Lyons is a co-author of the original publication on SDFT [48].
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Chapter 5

Adaptive Seasonal-trend

Decomposition

This chapter describes the Adaptive Seasonal-trend Decomposition (ASTD), a

method for real-time time series decomposition into trend, seasonal, and residual compo-

nents. The primary goal is to adaptively handle transitions and fluctuations in seasonality

that may continuously change over time.

We organize this chapter into seven sections to enhance clarity and depth. Section

5.1 provides the necessary background on the seasonal-trend decomposition (STD). Section

5.2 reviews related work and identifies remaining gaps in existing methods. Section 5.3

explains the methodology behind ASTD. Subsequently, Sections 5.4 and 5.5 detail the

datasets and experimental settings used. Section 5.6 presents the results of our experiments.

Finally, Section 5.7 offers the remaining challenge, conclusions, and outline directions for

future research.
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5.1 Background

Building on the foundational knowledge from Section 2.2.3, the season length is a

critical parameter for STD. The existing STD methods request users predefine this param-

eter before decomposition in offline and online modes, such as STL[19], RobustSTL[126],

OnlineSTL[73], and more. By predefining this parameter, it remains the two challenges.

The first challenge involves the predefined season length set by users, which must

closely align with the actual season length to ensure accurate decomposition results. The

accuracy of the decomposition heavily depends on selecting the correct season length. Using

an incorrect season length can lead to inaccurate results, as demonstrated in Figures 2.9

and 2.10. This inaccuracy has significant implications, potentially causing scientists to make

erroneous analyses of the phenomena under study, which could impact research conclusions

and applications.

The second challenge arises from using a fixed season length as an input param-

eter to decompose trend and seasonal components. In streaming data, where seasonality

may dynamically change over time due to unstable behavior, a fixed parameter might not

effectively capture these variations. This is particularly problematic when the actual season

length deviates from the predefined length set by the user, potentially leading to inaccuracies

in capturing the seasonal component.

To provide a more concrete understanding of this issue, consider the time series

shown in Figure 5.1 (Top-left). We applied the STL method [19], setting the season length to

match the first phase of seasonality, specifically a length of 50 from timestamps 1 to 300. In

the subsequent subfigure in Figure 5.1, we observe that while STL can decompose the trend
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Figure 5.1: STD results on a time series with seasonality changes marked by a red line at

timestamp 300, highlighting the challenges posed by fixed seasonal lengths.

and seasonal components with initial stability, it fails to maintain this stability throughout

the series. This instability arises because the predefined season length corresponds only to

the initial phase, failing to accommodate dynamic changes due to unstable behavior in the

seasonal component that occur later in the series.

The unstable behaviors in the seasonal component can be divided into two types:

seasonality transitions and fluctuations.

Seasonality transitions refer to changes in the durations of the repeating cycles

within time series, which often happen with changes in activity or phenomena. Figure

5.2 (Left) illustrates a dataset with transition, where the red line indicates human activity

changing from walking to jogging [32].

Seasonality fluctuations involve variations in the durations of the repeating cycles

due to temporal factors. For example, Figure 5.2 (Right) shows the population of Canadian

lynx, where the season length deviates by decade in accordance with food availability [14,

44].
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Figure 5.2: Samples of seasonality transitions and fluctuations: (Left) At the 3800 times-

tamps, a seasonality transition leads to a significantly shorter season length in subsequent

cycles. (Right) there was a fluctuation in seasonality between 1860 and 1870, characterized

by a season length that was shorter than a decade.

These transitions and fluctuations can be observed in various time-series data. The

next section delves into related works in STD to discuss the advantages and disadvantages

of each method. Additionally, it outlines the remaining challenges for STD.

5.2 Related Work

5.2.1 Single vs. Multiple seasonal component

In this thesis, STD breaks down time series into trend, seasonal, and residual

components. However, numerous studies have explored multiple seasonal-trend decomposi-

tion (MSTD) [5, 25, 73, 129]. This subsection discusses the differences between time series

models that use single STD and those that use MSTD.

The primary focus of this thesis is the time series with a single seasonal component.

This series can be expressed as Y = T + S + R, where where Y denotes the time series,

T denotes the trend component, S denotes the seasonal component, and R denotes the
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residual component, as defined in Definition 2 of Section 2.1.

For MSTD, the time series can be expressed as Y = T +
∑q

p=1 Sp + R, where Sp

denotes the p-th seasonal components,
∑q

p=1 Sp is the sum of multiple seasonal component.

In cases involving a single seasonal component, q must be one. Note that in this chapter,

we only consider to decompose the time series with a single seasonal component.

Moreover, numerous studies have modified time series components to accommo-

date domain-specific needs, such as incorporating a holiday effects component, as described

in the paper [114], or separating the trend component into long-term and short-term trends,

as described in the paper [67].

5.2.2 Existing STD methods

STD algorithms are categorized into offline and online modes. In offline mode,

the entire time series is available from the outset, allowing the method to comprehensively

process and decompose it into trend, seasonal, and residual components. Conversely, online

mode is required to process each incoming data with observed data within the sliding window

or buffer. The online mode is suitable for real-time decomposition.

Offline STD methods

The classical STD method, Seasonal-Trend decomposition using LOESS (STL), is

straightforward to implement and does not require training data [19]. However, STL faces

challenges with long season lengths and high noise levels due to its inherent inflexibility.

An enhanced version designed to decompose multiple seasonal components is the Multiple

Seasonal-Trend decomposition using LOESS (MSTL) [5]. Despite its enhancements, MSTL
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still shares some of the core limitations of STL, particularly in terms of flexibility and

handling noise effectively.

An alternative for STD that does not use LOESS is based on regularized opti-

mization, which aims to minimize error values to better fit the model to the time series. A.

Dokumentov and R.J. Hyndman proposed the Seasonal-Trend Decomposition using Regres-

sion (STR) [25], which employs ridge regression for this purpose [55]. This method offers

increased flexibility in handling fluctuations in seasonality. However, while STR enhances

the adaptability to seasonality changes, it does not comprehensively address the challenges

posed by transitions in season length. This is because it requires a predefined season length

as an input parameter beforehand. Additionally, the computational cost associated with

STR is relatively high.

The robust STD method for offline mode is RobustSTL [126], which is based on

regularized optimization using an ℓ1-norm regularizer for trend filtering [54]. This filter-

ing approach is specifically designed to effectively handle both abrupt and gradual trend

changes in time series data, where abrupt changes refer to sudden and significant direc-

tional shifts. Additionally, RobustSTL can adeptly manage fluctuations in seasonality. An

enhanced version is FastRobustSTL [129]. It significantly reduces the time complexity

for regularized optimization and is capable of decomposing multiple seasonal components.

While these methods offer robust results, they require the specification of more parameters

compared to STL and STR. These include a neighborhood interval for input parameter to

monitor seasonal fluctuations and parameters to adjust the roughness and smoothness of

the trend—‘rough’ to address abrupt changes and ‘smooth’ for gradual changes. Properly
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configuring these parameters is crucial for high-quality decomposition but can be time-

consuming.

Online STD methods

The first online STD method, known as OnlineSTL, was introduced by A. Mishra,

R. Sriharsha, and S. Zhong [73]. This method employs a kernel trend filter based on

LOESS and an exponential smoothing filter [45] for real-time decomposition. These filters

apply a weighting function that decreases for past observations, thus smoothing the trend

and seasonal components while emphasizing more recent observations. OnlineSTL achieves

computational efficiency with a complexity of O(N) for each time decomposition, where

N denotes the length of time series data within the sliding window. However, it fails to

effectively handle seasonality transitions and fluctuations.

More recently, X. He et al. proposed a method for Online STD that reduces the

computational cost to O(1) per decomposition, named OneShotSTL [35]. This method

offers higher-quality decomposition results by incorporating an adaptive ℓ1-norm regular-

izer, improving upon OnlineSTL. However, like FastRobustSTL, OneShotSTL’s ℓ1-norm

regularizer also requires specific input parameters, which can be a limitation. The following

describes the main limitation of those methods that correspond to season length as an input

parameter.

Influence of the season length for STD

The methods previously proposed typically require a predefined season length as

an input and often lack the adaptive capabilities necessary for handling transitions and
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Table 5.1: STD Methods Comparison.

Methods Online MSTD
Seasonality
transitions

Seasonality
fluctuations

Season
length free

STL No No No No No
MSTL No Yes No No No
STR No Yes No Yes No
RobustSTL No No No Yes No
FastRobustSTL No Yes No Yes No

OnlineSTL Yes Yes No No No
OneShotSTL Yes No No Yes No
ASTD Yes No Yes Yes Yes

fluctuations in seasonality. As discussed in Section 2.2.3, the choice of season length signifi-

cantly impacts the quality of decomposition results. An improper season length can lead to

low-quality decomposition, where residual trends may appear in the seasonal component,

or residuals of repeating cycles may be misclassified as trend or residual components. Such

inaccuracies can lead to erroneous analyses by scientists, compromising the reliability of

scientific studies.

Our objective for a novel STD method includes eliminating the need for a prede-

fined season length as an input parameter and enabling online STD to support real-time

monitoring. To address this challenge, we integrate our OnlineSLE method with online

STD, allowing for the dynamic adjustment of the season length during decomposition. The

proposed method improves the accuracy of online STD without requiring manual entry of

the season length. We summarize the comparisons of STD methods in Table 5.1.
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Figure 5.3: Procedure of the initialization phase

5.3 Adaptive Seasonal-Trend Decomposition

We divided the ASTD into two phases: the initialization and online phases, which

are similar to the existing online STD method [35, 73]. The initialization phase operates in

offline mode, decomposing the data withinW to prepare all necessary arrays for maintaining

online decomposition. The online phase involves iteratively decomposing each latest data

point, Yt. The procedures for both phases are illustrated in Figure 5.3.

5.3.1 Algorithm

Initialization phase

In the initialization phase, we collect the time series Y with N elements in the

sliding window W, where N denotes the sliding window size. ASTD then decomposes W

into its components in a manner similar to the procedure depicted in Figure 5.3. The details

are as follows:

1. Initial trend removal: Use the trend filter to decompose the initial trend from each

element in W, collecting the results into T 1. Then, calculate the difference between

W and T 1 to obtain the detrended series, DT .
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2. SLE: Estimate m using the OnlineSLE method, which is explained in the pseudocode

in Section 4.3. Note that OnlineSLE utilizes FFT to compute the periodogram in

offline mode.

3. Seasonal decomposition: Use the seasonal filter to decompose the seasonal com-

ponent from each element in DT , using the determined season length m, and collect

the results into S.

4. Trend decomposition: Calculate the difference between W and S to obtain the

deseasonalized series DS. Then, use the trend filter to each element in DS and collect

the trend component into T .

5. Residual decomposition: Decompose the residual component as R =W − T − S.

Online phase

For the online phase, the procedure is detailed in Algorithm 8. Note that the func-

tion ‘update(Array, newdata)’ removes the oldest data of the array and appends new data

into the array, functioning similar to a first-in, first-out process. The steps for decomposing

Yt into three components at timestamp t are as follows:

1. Initial trend removal: Update W with Yt, then use a trend filter to decompose the

initial trend from the data withinW, obtaining T 1t. Calculate the difference between

Yt and T 1t to obtain the detrended data at t (DT t).

2. SLE: Estimate m using the OnlineSLE method by provided DT t. Note that Onli-

neSLE utilizes SDFT to compute the periodogram in online mode.
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Algorithm 8: ASTD: Online Phase

Input: Time series Yt, where t > N

Output: Tt, St, Rt

1 begin

2 W ← update(W, Yt)

3 T 1t ← TF(W ) // Decompose initialization trend

4 DT oldest ← DT [1]

5 DT t ← Yt − T 1t

6 DT ← update(DT ,DT t)

7 m← OnlineSLE(DT t) // OnlineSLE (online phase)

8 St ← γDT t + (1− γ)St−m, // Decompose seasonal component

9 S ← update(S, St)

10 DS ← update(DS, Yt − St)

11 Tt ← TF(DS) // Decompose trend component

12 Rt ← Yt − Tt − St // Decompose residual component

13 return Tt, ST , Rt
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3. Seasonal decomposition: Apply the seasonal filter to DT t using the determined m

to decompose the seasonal component at t (St), then update S with St.

4. Trend decomposition: Update DS with Yt − St, and then use a trend filter to

decompose the trend component at timestamp t, collecting the result into Tt.

5. Residual decomposition: Decompose the residual component at timestamp t as

Rt = Yt − Tt − St.

5.3.2 Trend Filter

The robust filter used for decomposing the trend component often utilized the

ℓ1-norm regularizer for trend filtering, as seen in [35, 125, 126, 129]. However, this method

relies heavily on the specification of input parameters, which can limit its adaptability, as

detailed in Section 5.2.2. To enhance flexibility, we utilize a trend filter based on tricube

kernel smoothing, similar to the approach used in STL and OnlineSTL [19, 73]. This filter

decomposes the trend component of the time series using tricube kernel smoothing. The

tricube weight function, crucial for this smoothing process, is defined as follows:

w(u) =


(1− u3)3 0 ≤ u < 1

0 otherwise

(5.1)

In our setting, we define that the latest element of W receives the highest weight,

whereas the oldest element of W receives the lowest weight. This weighting is based on the

assumption that incoming data (Yt) are more indicative of the current trend and therefore

should have a more substantial influence on the estimation of the trend component. We

assign a weight to each element in the window W as w
(∣∣ i−t

N

∣∣), where N denotes the length
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Figure 5.4: Comparison of trend results. Note that red line overlaps with the black line.

of W, and i denotes the index in W for t−N + 1 ≤ i ≤ t. The trend filter via this weight

function is expressed as:

TF1(W) =

∑t
i=t−N+1w

(∣∣ i−t
N

∣∣) · Yi∑t
i=t−N+1

∣∣w (∣∣ i−t
N

∣∣)∣∣ (5.2)

where Yi denotes the ith element in W . However, the trend filtered using tricube

kernel smoothing lags the actual trend because it cannot fully eliminate the influence of

older data points within W [73, 95]. To reduce the lag in trend, the final trend calculation

is adjusted to Tt = TF(W) = TF1(W) + TF1(W − TF1(W)) [73]. For better understanding,

we plot results of trend filter with and without lagging reduction as shown in Figure 5.4.

From this figure, we observe that the blue line lags behind the actual trend. By applying

the lag reduction, the trend filter can provide a trend that matches the actual trend, as

shown by the red line overlapping with the black line.

5.3.3 Seasonal Filter

Seasonal decomposition in time series analysis utilizes various filters, such as mov-

ing averages [19], double seasonal exponential smoothing [113], and non-local seasonal filters
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[126]. However, these filters often fail to accurately decompose the seasonal component when

faced with transitions or fluctuations in season lengths. This issue arises because these fil-

ters typically utilize data from more than three points within a sliding window to estimate

the seasonal component. For instance, the seasonal component at St−2m may not align with

St−m due to variations in season lengths. To address this, we assume that St and St−m

align over consistent intervals. Therefore, we utilize single exponential smoothing for the

seasonal filter [45], which calculates the current seasonal component St by balancing the

current detrended data point, DT t, with the seasonal component from the previous cycle,

St−m. This filter dynamically estimates the seasonal component and adapts to potential

transitions or fluctuations in season lengths.

St = γDT t + (1− γ)St−m, (5.3)

where St denotes the seasonal component at time t, γ is the smoothing factor,

and DT t is the detrended data at time t. Other filters can be substituted for our trend

and seasonal filters to better suit different analytical needs, but our designed ASTD that

maintain a computational cost not exceeding O(N) for each timestamp.

5.3.4 OnlineSLE

The OnlineSLE method is capable of estimating the season length in an online

mode both quickly and accurately, as detailed in Chapter 4. As discussed previously, the

season length is a critical parameter for achieving high-quality decomposition results. Uti-

lizing this method supports enhanced decomposition techniques. To address the challenges
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of online STD in time series that include seasonality transitions and fluctuations, we have

integrated our OnlineSLE into our ASTD to automatically estimate the season length. No-

tably, to circumvent the frequency resolution issues influenced by the sliding window size,

OnlineSLE employs the HAQSE algorithm for the SPLE function (as explained in Section

4.3.2).

5.4 Datasets

In our experiments, we evaluated the performance of our OnlineSLE and existing

SLE methods using both synthetic and real-world datasets. We divided those datasets

into three groups: synthetic dataset, real-world datasets with seasonality transitions or

fluctuations, and real-world datasets from the Comprehensive R Archive Network (CRAN)1.

5.4.1 Synthetic datasets

To evaluate the performance of our proposed STD methods, we generated two

synthetic datasets, detailed below and shown in Figures 5.5 and 5.6.

• Syn1: This dataset is designed to simulate seasonality transitions and trend changes.

It comprises three distinct seasonality phases: the season length of first and third

phases are 50 timestamps, and the season length of second phase is 80 timestamps.

These phases transition at points 1800 and 3600, respectively. Additionally, the trend

component is divided into three distinct phases: an initial phase of increasing trend,

a subsequent phase of stable trend, and a final phase of decreasing trend.

1https://cran.r-project.org/
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Figure 5.5: Syn1 and its components.

• Syn2: This dataset includes a single seasonal component with a primary season length

of 80. To test the robustness of decomposition methods against irregular fluctuations,

it incorporates 10 randomly selected seasonality fluctuations. Additionally, the trend

component has four abrupt trend change.

5.4.2 Real-world Datasets with Seasonality Tansitions or Fluctuations

We selected six real-world datasets, those referred to as Real1. To evaluate the

effectiveness of various decomposition methods in handling seasonality transitions or fluctu-

ations. Figure 5.7 exhibits full length of those datasets and below is a detailed description

of each dataset:

• WalkJogRun1 [32]: Records human movement activities (walking, jogging, running)

using a rotation sensor GyrY on the left lower arm. It features seasonality transitions

corresponding to changes in activity, with red and green lines indicating transitions
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Figure 5.6: Syn2 and its components.

from walking to jogging and jogging to running, respectively.

• WalkJogRun2 [32]: Similar to WalkJogRun1 but with the sensor positioned on

the left calf. The activity transitions are the same timestamps of WalkJogRun1.

A notable aspect of this dataset is the inclusion of an anomaly pattern related to

stumbling, observed around the 1400 to 1600 timestamps.

• Co2 [57]: Captures the global monthly average atmospheric CO2 levels from March

1958 to November 2023. This dataset is a classical dataset from STL publication [19].

• Canadian lynx [14, 44]: Counts the annual number of lynx trapped in Northwest

Canada’s McKenzie River district from 1821 to 1934. The population dynamics of

lynx are influenced by food availability.

• SOI [76]: Observes the monthly sea level pressure differences between the western and

eastern tropical Pacific from January 1951 to October 2023. Known as the Southern

Oscillation Index (SOI), this standardized index reflects the El Niño and La Niña
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Figure 5.7: All datasets of Real1, arranged from top to bottom as follows: WalkJogRun1,

WalkJogRun2, CO2, Canadian Lynx, SOI, and Sunspots.
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phenomena. Season length for each cycle typically aligns with a five-year cycle but

may show variability due to external factors like volcanic eruptions [24].

• Sunspots [112]: Records the average monthly number of sunspots from January

1749 to October 2023. The typical cycle of 11 years makes this dataset pivotal for

understanding solar activity behavior.

5.4.3 Real-world datasets from Comprehensive R Archive Network (CRAN)

To demonstrate the comprehensiveness of our ASTD method relative to existing

STD methods, we expanded our evaluation to include a broader range of real-world datasets.

These datasets are open-source time series data available in packages from the CRAN. For

this analysis, we specifically selected datasets from various domains such as the economy,

meteorology, and retail sales. These datasets were sourced from four notable CRAN pack-

ages: astsa, expsmooth, fma, and fpp2, collectively referred to hereafter as Real2.

In the preprocessing for Real2, we manually check all datasets from four packages

to ensure the quality and relevance of the datasets for our analysis. Initially, we excluded

any datasets that lacked a defined ground truth for the season length, as this is crucial for

validating our decomposition methods. We further eliminated datasets where the ground

truth season length did not align with identifiable cycles, which are essential for seasonal-

trend analysis. Moreover, we focused on datasets that included data spanning more than

five complete cycles, providing a robust basis for assessing trend and seasonal components.

After applying these criteria, a total of 55 datasets were retained for inclusion in our analysis.
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5.5 Experimental Setting

Our implementation utilized Python 3.9.2 and R 4.3.0. The methods assessed for

offline STD included STL [19], STR [25], and FastRobustSTL [129]. Online STD methods

were also evaluated, including as OnlineSTL [73] and OneShotSTL [35]. Furthermore,

we developed our own online STD methods, STL adapted to a sliding window approach

(hereafter referred to as SlidingSTL), and our proposed ASTD. In this evaluation, we divided

into two phase: decomposition quality on synthetic and real-world datasets by various STD

methods.

5.5.1 Metrics for decomposition quality with synthetic datasets

The evaluation of synthetic datasets was designed to demonstrate that our pro-

posed method achieves a decomposition quality that closely approximates the ground truth.

We measured this quality by calculating the Mean Square Error (MSE) between the ground

truth and the results provided by various STD methods. Lower MSE values indicate a

closer approximation to the ground truth, suggesting higher accuracy, while higher MSE

values signify a greater deviation.

5.5.2 Metrics for Decomposition Quality with Real-World Datasets

For the real-world datasets, the ground truth for each component was unknown.

Therefore, we utilized alternative metrics to evaluate decomposition quality: the smoothness

of the trend component, the presence of seasonality in the seasonal component, and the

randomness of the residual component.
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Trend Smoothness

We measured the smoothness of the trend component via the standard deviation

of its first-order difference [73]. Given the trend component denoted by T = (T1, T2, . . . , Tt),

the first-order difference of the trend component (∆Ti), is calculated as:

∆Ti = Ti+1 − Ti for i = 1, 2, . . . , t− 1, (5.4)

where t denotes the latest timestamp, indicating the total length of the trend component

data. The trend smoothness (σ∆T ) is then the standard deviation of these first-order dif-

ferences:

σ∆T =

√√√√ 1

t− 1

t−1∑
i=1

(∆Ti − µ∆T )2 (5.5)

where µ∆T is the mean of the first-order differences of trend component. Lower

values of σ∆T indicate smoother trends, suggesting higher decomposition quality.

Presence of Seasonality

We measured the presence of seasonality by applying the Kruskal–Wallis test to

the seasonal component [7]. Given the seasonal component denoted by S = (S1, S2, . . . , St),

the Kruskal–Wallis test statistic is calculated as:

W =
12

N(N + 1)

g∑
j=1

U2
j

nj
− 3(N + 1) (5.6)

where N denotes the length of S, g denotes the number of groups, nj denotes the

number of observations in the j-th group, and Uj denotes the sum of ranks in the j-th
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group. To determine the number of groups (g), it is set equal to the season length m, which

reflects the position within the cycle [7]. For example, if we have monthly data spanning

one year (with a season length of 12), we group the data into 12 groups, with each group

corresponding to one month within the cycle. Therefore, we group the observations by

month, starting with January as the first group, February as the second, and so on until

December, which is the twelfth group. This aligns with the season length m.

To illustrate the calculation of the sum of ranks (Uj) within each group for the

Kruskal-Wallis test, consider an example with three groups, resulting in each group having

its unique set of data points:

• Group 1 (j = 1): 5, 3, 8

• Group 2 (j = 2): 7, 6, 2

• Group 3 (j = 3): 4, 9, 1

Ranks are assigned to the original observations within each group, and Uj , the

sum of ranks in the j-th group, is calculated:

• U1 for Group 1: 5 + 3 + 8 = 16

• U2 for Group 2: 7 + 6 + 2 = 15

• U3 for Group 3: 4 + 9 + 1 = 14

Thus, Uj denotes the sum of ranks within each group. The values are U1 = 16,

U2 = 15, and U3 = 14. After calculating the Kruskal-Wallis test statistic W , it is compared

against a chi-square distribution with g − 1 degrees of freedom. The resulting p-value is
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Figure 5.8: Comparison of three time series based on their Kruskal-Wallis p-values, from

highest (left) to lowest (right), indicating increasing seasonality consistency.

used to determine the statistical significance of the observed test statistic. Lower values

suggest stable repeating cycles, indicating consistent seasonality, while higher values may

suggest inconsistencies in the seasonal component. Figure 5.8 illustrates this by showing

three time series with the highest and lowest p-values. From left to right, the p-values are

0.117, 1.785× 10−23, and 0.

Randomness

We measured randomness in the residual component by applying the Ljung-Box

test to the residual component [7, 45]. Given the residual component denoted by R =

(R1, R2, . . . , Rt), the Ljung-Box test statistic is calculated as:

Q = N(N + 2)
h∑

k=1

ρ̂2k
N − k

(5.7)

where N denotes the length of R, h is the number of lags being tested, and ρ̂k is

the autocorrelation at lag k. ρ̂k is calculated as:
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ρ̂k =

∑N−k
i=1 (Ri − µR)(Ri+k − µR)∑N

i=0(Ri − µR)2
(5.8)

where µR denotes the the mean of the residual component (R). To determine h,

it is set to min(2m,N/5), where m is the season length [45]. Lower values suggest that

the residual component originates from independent and identically distributed (iid) data,

indicating the successful extraction of the seasonal component. To illustrate this point,

we utilized the Ljung-Box test to measure the randomness in three time series depicted in

Figure 5.8. From left to right, the randomness values are 50, 2042, and 3616, respectively.

5.6 Experimental Results

5.6.1 Experimental Results with Synthetic Datasets

In this subsection, we organize the discussion based on a structured approach to

evaluate the performance of various decomposition methods. We will first discuss the results

for each component (trend, seasonal, and residual) across different methods. Following

this analysis, we will present how the results vary with changes in season length for each

component, providing insights into the adaptability and efficiency of each method under

different seasonal conditions.

Comparison by visualization

We set the season length at 80 for all methods. This corresponds to the length of

the second phase of seasonality in Syn1 and the main seasonality in Syn2. Figures 5.9 and
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Figure 5.9: Comparison of Syn1’s trend component by various STD methods.

Figure 5.10: Comparison of Syn2’s trend component by various STD methods.
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5.10 show the trend component from decomposition results by various methods.

In the case of offline STD methods, STR achieved robust results in the trend

component for both datasets. In contrast, while STL and SlidingSTL are both based on

the STL method, the results of STL were closer to the ground truth because this method

utilizes the entire time series for decomposition. Utilizing the entire time series allows STL

to better adjust its smoothing parameters to fit the broader context of the data, which is

not possible with SlidingSTL. SlidingSTL failed to decompose the trend, particularly where

seasonality occurs in the first and third phases with a season length of 50. The suitable

season length impacted to decomposition results.

For online STD methods, including OnlineSTL, OneShotSTL, and ASTD, the

results were robust and close to the ground truth. However, OneShotSTL only approximated

the shape for Syn1, with trend values ranging from 0.1 to 0.6, which deviated from the

ground truth values (0 to 2). Moreover, the trend component of OneShotSTL contained

the portion seasonal component.

Turning to the highlights of this evaluation, the decomposition results for the

seasonal component are shown in Figures 5.11 and 5.12. For Syn1, both FastRobustSTL and

ASTD provided robust results for the seasonal component. However, ASTD also provided

robust results for the trend component and operates in online mode. Additionally, ASTD

achieved these results without needing a predefined season length. While STR did provide

robust results for the trend component, it failed to do so for the seasonal component.

Consequently, ASTD outperforms STR in this regard.
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Figure 5.11: Comparison of Syn1’s seasonal component by various STD methods.

Figure 5.12: Comparison of Syn2’s seasonal component by various STD methods.
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Figure 5.13: Comparison of Syn1’s residual component by various STD methods

Figure 5.14: Comparison of Syn2’s residual component by various STD methods
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Finally, Figures 5.13 and 5.14 show the residual components from the decomposi-

tion results by various methods. FastRobustSTL achieved results that were closest to the

ground truth, primarily because it is the only STD method in this evaluation that incorpo-

rates noise filtering before decomposition. This preprocessing step is why FastRobustSTL

yields high-quality results for the residual component. However, FastRobustSTL’s perfor-

mance is influenced by the season length, as observed in the trend component decomposition

results, and it operates in an offline mode.

Comparison by Various Season Lengths

To illustrate the influence of season length on decomposition quality, we plotted

the MSE for each component and dataset by various STD methods. Note that an MSE

value close to zero indicates a result that closely matches the ground truth. The results are

shown as Figure 5.15.

For offline STD methods, both STL and STR achieved lower MSE values for the

trend component by utilizing the entire time series for decomposition. However, these MSE

values for the seasonal component were influenced by the season length due to mismatches

with the actual season length. FastRobustSTL provided the lowest MSE for the residual

component, as previously explained. Optimal season lengths, such as 80 and 100, can reduce

MSE in both the trend and seasonal components, though the MSE values remain higher

than those for STL and STR.

Notably, the MSE of FastRobustSTL could be improved with prior knowledge of

the time series characteristics, specifically whether they exhibit gradual or abrupt changes.
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Figure 5.15: Comparison of MSE by various season lengths and methods. Color legends:

Our proposed method, ASTD ( ), FastRobustSTL ( ), OneShotSTL ( ), OnlineSTL ( ),

STR ( ), STL ( ), and SlidingSTL ( ).

This knowledge enables optimal adjustment of the ℓ1 filtering parameters, as explained in

Section 5.2.2.

Turning to online STD methods, the MSE values for the trend component in

SlidingSTL are higher than those in STL, similar to previous evaluations with optimal

season lengths. OneShotSTL has similar limitations to FastRobustSTL, and its performance

trends are similar to FastRobustSTL. When the optimal season length is provided, the MSE

148



values for OneShotSTL decrease.

ASTD and OnlineSTL utilized the same filters for decomposing the trend and

seasonal components, which resulted in similar MSE values for these components. By

leveraging OnlineSLE to adjust the season length, ASTD achieved a lower MSE value for

the residual component. This indicates that ASTD effectively decomposes the seasonal

component at an optimal length through automatic adjustments provided by OnlineSLE.

The residual component did not contain the portion of seasonal component. This outcomes

highlight the significant impact of season length on decomposition quality.

In summary, ASTD’s automatic adjustment of season length during decomposition

leads to lower MSE values and high-quality results. To illustrate, we present the decompo-

sition results for Syn1 using various methods with a season length of 129 in Figures 5.16 -

5.18. Note that 129 does not match the ground truth.

From these figures, we observe how the season length affects the results of the

existing STD methods. However, if the optimal season length is known in advance, it can

be utilized with other STD methods.

5.6.2 Experimental Results with Real-world Datasets

We compared ASTD with different STD methods. Note that the ground truth for

season lengths varies across datasets. We adjust the season length input parameters for the

existing TSD methods based on an error margin from the ground truth. For example, if

the ground truth of season length is 100 and the error margin is 0.9 times, the input season
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Figure 5.16: Comparison of Syn1’s trend component by various STD methods (m = 129).

Figure 5.17: Comparison of Syn1’s seasonal component by various STD methods (m = 129).
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Figure 5.18: Comparison of Syn1’s residual component by various STD methods (m = 129).

length for existing STD methods would be 90. This setting facilitates comparison across

different datasets.

Comparison of Decomposition Quality on Real1

We evaluated various STD methods on the Real1 dataset, with results presented

in Figure 5.19 in terms of trend smoothness, presence of seasonality, and randomness.

Overall, these results are consistent with those obtained from the synthetic datasets,

underscoring the importance of the optimal season length for achieving high quality decom-

position. Notably, the evaluation of presence of seasonality demonstrated the capture of

seasonal components when the optimal season length was provided. Although the presence

of seasonality in ASTD was slightly higher than in some other STD methods, ASTD offers
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(a) Trend smoothness (b) presence of seasonality (c) Randomness

Figure 5.19: Comparison of decomposition quality on Real1 by various season length and

methods. Color legends: Our proposed method, ASTD ( ), FastRobustSTL ( ), OneShot-

STL ( ), OnlineSTL ( ), STR ( ), STL ( ), and SlidingSTL ( ).

Table 5.2: Evaluation of Decomposition Quality on Real2 across different season lengths.

The bolded and underlined results indicate the lowest values among online TSD methods.

Methods
0.8 times ground truth Optimal season length 1.2 times ground truth

TS. PS. Ran.
Avg.
time

TS. PS. Ran.
Avg.
time

TS PS. Ran.
Avg.
time

O
ffl
in
e STL 0.039 0.077 1138 0.019 0.027 0.001 392 0.023 0.028 0.061 1470 0.028

STR 0.026 0.728 705 0.946 0.033 0.005 366 1.087 0.028 0.685 1101 1.705
FastRobustSTL 0.045 0.830 446 2.422 0.041 0.031 582 2.621 0.051 0.711 611 2.473

O
n
li
n
e

SlidingSTL 0.192 0.757 558 1.898 0.084 0.042 112 2.607 0.142 0.702 829 3.468
OnlineSTL 0.024 0.755 2053 0.016 0.016 0.043 3171 0.017 0.015 0.771 2806 0.018
OneShotSTL 0.100 0.735 1419 0.009 0.183 0.189 1271 0.008 0.179 0.721 1538 0.008

ASTD 0.029 0.241 1173 0.048 0.029 0.241 1173 0.048 0.029 0.241 1173 0.048

a significant advantage by eliminating the need for a predefined season length as an input.

This approach provides greater flexibility compared to traditional STD methods, which rely

on users to specify the season length, thus affecting the decomposition results.

Comparison of Decomposition Quality on Real2

The evaluation results of various STD methods on the Real2 dataset are presented

in Table 5.2. In this table, ‘TS.’, ‘PS.’, ‘Ran.’, and ‘Avg. time’ represent trend smoothness,
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presence of seasonality, randomness, and average computation time per dataset (in seconds),

respectively. Notably, the datasets in Real2 are typically short, averaging 376 instances, and

lack seasonality transitions or fluctuations. This characteristic makes the Real2 datasets

distinct from others.

Offline STD methods typically achieve lower values for trend smoothness, presence

of seasonality, and randomness, as they utilize optimal season lengths for decomposition.

STR and FastRobustSTL, in particular, incur higher computational times due to their

optimization processes, which aim to find the best fit for the trend and seasonal components

with the original time series. Conversely, STL achieved the lowest average computation

time in offline mode. However, when STL is adapted to online mode (as SlidingSTL),

the computation cost increases significantly because of its iterative decomposition at each

timestamp. Consequently, these offline STD methods, when applied using a sliding window

strategy, are not suitable for online STD.

In the evaluation of online STD methods, ASTD stood out by achieving the lowest

scores for the presence of seasonality when the optimal season length was not specified for

the other methods. Generally, it ranked second in the remaining metrics. Conversely,

OnlineSTL recorded the best trend smoothness results but was not consistently better

across other metrics. Moreover, it was faster than ASTD, as the latter utilized OnlineSLE

to estimate the season length for each timestamp. OneShotSTL was notable for its minimal

computational computation costing O(1) per timestamp, but its performance depended

on specific parameters impacting decomposition quality. SlidingSTL performed best in

presence of seasonality and randomness when the optimal season length was provided. As
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explained in the previous paragraph, the computation cost of SlidingSTL is higher than that

of other online STD methods, thereby making it unsuitable for streaming environments.

This evaluation highlights the trade-offs associated with each STDmethod. Firstly,

the choice of operational mode depends on whether the entire input time series can be

accessed. Secondly, the applicability of each method hinges on prior knowledge of the

season length or specific dataset characteristics. If this information is known, the other

STD methods may be choice that utilized for decomposition. Conversely, if such details are

unknown, our ASTD offers an effective alternative solution, capable of handling seasonality

transitions or fluctuations. Therefore, ASTD offers flexibility in decomposing time series

without the predefined season length as an input, which this length impacts decomposition

results in other STD methods

5.7 Discussion and Conclusions

ASTD is a novel method that incorporates OnlineSLE to dynamically estimate

the season length. This capability allows ASTD to offer the flexibility needed to decompose

time series in a streaming environment, where data continuously changes over time due to

seasonality transitions or fluctuations. The method is meticulously designed to maintain

a computational cost of O(N). Our evaluations demonstrate that ASTD can adaptively

decompose comprehensive time series across various datasets effectively. Unlike other STD

methods, which require predefined specific dataset characteristics for effective decomposi-

tion, ASTD provides a robust alternative when such information is unavailable. For future

work, we plan to pursue two main directions: 1) Explore the integration of ℓ1 or ℓ2 trend
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filtering [54, 97] within our ASTD framework. 2) Work on reducing the computational cost

of OnlineSLE and all filtering processes in ASTD to O(1), aiming for efficiency comparable

to that of OneShotSTL.
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Chapter 6

Discussions and Future Challenges

In this chapter, we discuss the practical applications and future challenges of our

three proposed methods. Our aim is to highlight the potential of these methods for the

research community and encourage further exploration and utilization. We summarize

the practical applications and remaining challenges that have the potential to enhance or

complement our proposed methods for each method—EBinning, OnlineSLE, and ASTD—in

Sections 6.1 to 6.3, respectively. Following this, Section 6.4 concludes with a discussion of

three methods.

6.1 Elastic Data Binning (EBinning)

6.1.1 Contributions and Problem-Solving Capabilities of EBinning

We propose EBinning, a novel method to capture transient patterns of the dynamic

behavior in the trend component. Our specified domain for EBinning in this thesis is

capturing transient patterns in the time-domain of astrophysics. EBinning consists of two
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methods: Mean-EBinning, based on Hoeffding’s inequality, and Linear-EBinning, based on

Student’s t-test. This method achieves high-quality capturing results without the influence

of input parameters, compared to Data binning (PAA) [50], SAX [62], MP [134], and others.

We conducted evaluations of EBinning using both synthetic and real-world datasets. Below

are the contributions of EBinning and the problems it can solve:

High quality for transient pattern capturing in time series with heavy

noise: As demonstrated in Section 3.4, our LCs dataset contains heavy noise, making it

difficult to identify small transient patterns through visual inspection. Figure 6.1 illustrates

the results of EBinning (red line) capturing the small Kepler pattern. By visually inspecting

this result, we rapidly identified the sudden changes at timestamp 200 that correspond to

the ground truth of the Kepler flare. Additionally, EBinning provides high-quality transient

pattern capturing in terms of IOU, sketching quality, and accuracy for detecting transient

patterns, as shown in Section 3.6.

Elimination of specific input parameter requirements: A key contribution

of EBinning is its ability to operate without requiring users to specify input parameters,

which can often introduce error or bias. As shown in Section 3.6, our comprehensive evalu-

ation with existing methods shows that results often depend on specific input parameters.

EBinning offers a flexible method that operates without any prior knowledge, dynamically

adjusting subsequence sizes based on specific features for capturing transient patterns. How-

ever, if users know the essential features of the time series or transient patterns in advance,

existing methods may be preferable for high-quality transient pattern capturing. This is

because users can provide optimal parameters for capturing transient patterns.
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Figure 6.1: Comparison between the original LC with the artifact Kepler flare and the

results from M-EBinning. The green highlight indicates the Kepler flare, with the peak of

this flare occurring at timestamp 200.

To further enhance user experience, we created a new prototype version of EBin-

ning using JavaScript for interactive use. This version allows users to adjust the initial

bin size in a user-friendly manner using a sliding bar, making it easier to analyze transient

patterns in LCs. The EBinning prototype using JavaScript is shown in Figure 6.2. Note

that while the initial bin size is an important input parameter for EBinning, it does not

impact the sketching results (see Figure 6.2).

6.1.2 Remaining Challenges and Limitations of EBinning

This subsection highlights the remaining challenges and limitations associated with

EBinning as observed in our research.

Extension for anomaly detection: Although EBinning is effective for capturing

transient patterns, extending its capabilities to anomaly detection could further enhance
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(a) Initial bin size = 8 (default setting based on evaluation in Section 3.6)

(b) Initial bin size = 26

Figure 6.2: Comparison of EBinning results with different initial bin sizes.

its utility. The mergeability score in EBinning measures the potential for merging between

two neighboring bins. In this thesis, we used a top-k approach based on the mergeability

score within the score profile. A high mergeability score indicates that the bin contains

a transient pattern. However, there are cases where the highest mergeability score may

be close to zero, suggesting that two neighboring bins do not contain a transient pattern.

This presents a challenge for anomaly detection, as the method may not identify anomalies

accurately. Addressing this limitation by refining the mergeability score or incorporating

additional criteria could improve EBinning’s performance in anomaly detection.
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Potential for using other metrics: In this thesis, the mergeability score is based

on Hoeffding’s inequality and Student’s t-test. However, there is potential for using other

metrics to enhance the accuracy and robustness of EBinning. These metrics should be based

on statistical features for each bin, which depend on the specific domain or area of interest.

Examples of other metrics for the mergeability score include Chebyshev’s inequality, the

Ljung-Box test, and ACF. Exploring and utilizing these alternative statistical measures

could provide more reliable detection of transient patterns and anomalies. Thereby, it

expands the applicability of the EBinning.

Application in other domains: Currently, the focus of EBinning is on astro-

physics, but the method has potential applications in various other fields such as finance,

healthcare, and environmental science. Future research will explore how EBinning can be

adapted and applied to these different domains to capture transient patterns and enhance

data analysis.

6.2 Online Season Length Estimation (OnlineSLE)

6.2.1 Contributions and Problem-Solving Capabilities of OnlineSLE

We propose OnlineSLE, a novel framework for SLE by incorporating periodogram

and HAQSE. This framework differs from traditional frameworks that integrate periodogram

and ACF, such as AutoPeriod [120], SAZED [118], and RobustPeriod [127]. OnlineSLE

achieves fast computation and high accuracy in estimating the season length in time series,

as demonstrated by our evaluation results on both synthetic and real-world datasets. The

contributions of this method, and the problems that OnlineSLE can solve, are as follows:
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Faster computation: OnlineSLE achieves faster computation than existing meth-

ods, which typically have a time complexity of O(N logN) for periodogram and ACF compu-

tation. By utilizing SDFT with a time complexity of O(N) for the periodogram, OnlineSLE

outperforms FFT both theoretically and in practical viewpoints, as shown in Section 4.6.1.

Additionally, OnlineSLE utilizes HAQSE with a time complexity of less than O(3N), which

is faster than ACF. HAQSE addresses the influence of sliding window size on accuracy

without relying on ACF.

High accuracy rate: OnlineSLE achieves a high accuracy rate in determining the

season length compared to existing methods in both synthetic and real-world datasets. This

success is due to the incorporation of periodogram and HAQSE, which are robust against

heavy noise and dynamic behavior in the trend component. Additionally, the influence

of sliding window size does not impact the results of OnlineSLE, allowing users to set

the sliding window without specific assumptions. This reduces the time spent on defining

optimal input parameters

6.2.2 Remaining Challenges and Limitations of OnlineSLE

Here, we provide the remaining challenges and limitations of our OnlineSLE that

we found during our research.

SDFT structure improvement: As explained in Section 4.7, this direction

addresses the numerical error computation from the approximation of twiddle factors in

recursive SDFT. Recently, R. Lyons and C. Howard have proposed enhancements to stabilize

SDFT [70]. However, these improvements may increase the computational cost of our

OnlineSLE. Therefore, we will investigate potential improvements to our OnlineSLE to

161



enhance the robustness of our results while maintaining low computational cost using other

SDFT structures.

Multiple seasonal components: Our time series model, defined in Definition

1 in Section 2.1, is denoted as Y = T + S + R. However, some datasets exhibit multiple

seasonal components, which are out of scope of this thesis. The time series that contains

multiple seasonal components denotes as Y = T +
∑q

p=1 Sp + R, where Sp denotes the

p-th seasonal components,
∑q

p=1 Sp is the sum of multiple seasonal component. Note that

details on multiple seasonal components are mentioned in Section 5.2.1. We demonstrate the

multiple seasonal component time series, as shown in Figure 6.3 [5]. The top plot displays

seven cycles corresponding to the daily seasonal component, which increases during daylight

hours and decreases at night. Conversely, the bottom plot shows cycles corresponding to

the weekly seasonal component, with demand decreasing during weekends due to reduced

work activity at companies. Multiple seasonality affects OnlineSLE because OnlineSLE is

designed to determine the season length of time series with a single seasonal component.

OnlineSLE must provide only one season length for each timestamp. Therefore, it cannot

provide all season lengths.

Sliding window size is set to small: We found a worst-case scenario that

can occur in SLE methods, including OnlineSLE. This scenario arises when the sliding

window size is too small to contain two or more cycles of the seasonal component. If the

sliding window contains only one cycle, SLE methods may incorrectly assume that the time

series has no seasonal component due to the lack of periodic behavior within the window. As

mentioned in Chapter 4, the season length may change over time due to unstable behavior in

162



2012-01-28 2012-01-29 2012-01-30 2012-01-31 2012-02-01 2012-02-02 2012-02-03 2012-02-04
Date

4000

6000

De
m

an
d

Half-hourly electricity demand for Victoria (One week)

2012-03-27 2012-04-03 2012-04-10 2012-04-17
Date

3000

4000

5000

De
m

an
d

Half-hourly electricity demand for Victoria (two months)

Figure 6.3: Half-hourly electricity demand for Victoria, a multiple seasonal component time

series displaying daily and weekly seasonal components [5]. (Top) seven cycles corresponding

to the daily seasonal component, (Bottom) cycles corresponding to the weekly seasonal

component.

the seasonal component. The current setting of the sliding window length may not capture

two or more cycles consistently. Developing a mechanism to avoid this issue remains a

challenge for our OnlineSLE.

6.3 Adaptive Seasonal-trend Decomposition (ASTD)

6.3.1 Contributions and Problem-Solving Capabilities of ASTD

We propose the ASTD method, which does not require specifying the season length

by incorporating OnlineSLE. ASTD can decompose time series with unstable behavior in

the seasonal component and dynamic behavior in the trend component. ASTD eliminates

the need for user assumptions about season length, making it more flexible and adaptable
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to various time series data. Therefore, ASTD provides robust decomposition even in the

presence of significant fluctuations and transitions in seasonality due to unstable behavior

in the seasonal component. The contributions of this method, and the problems that

OnlineSLE can solve, are as follows:

Eliminating season length assumptions from users: Our ASTD, incorpo-

rating OnlineSLE into STD, eliminates the need for user assumptions about season length.

As mentioned in Section 5.1, determining the optimal season length is crucial for effec-

tive seasonal-trend decomposition. By automatically providing the season length, ASTD

ensures accurate and efficient decomposition without relying on user-defined parameters.

Additionally, the automatically determined season length aligns with the periodicity of the

seasonal component, ensuring that the decomposition accurately reflects the cycles in the

seasonal component.

High quality decomposition with fluctuations and transitions in season-

ality: Our ASTD provides high-quality decomposition for time series with fluctuations and

transitions in seasonality. We have demonstrated that ASTD outperforms existing methods

across various quality decomposition metrics, including MSE, trend smoothness, seasonality

presence, and randomness. This is achieved by using the optimal season length provided

by OnlineSLE as input for the seasonal-trend decomposition. Utilizing the optimal season

length from OnlineSLE ensures that the decomposition results reflect the behavior of the

seasonal component. Note that if the optimal season length is known in advance, users can

utilize existing methods that may provide higher quality decomposition than ASTD.
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6.3.2 Remaining Challenges and Limitations of ASTD

Overall, the limitations of ASTD are similar to those of OnlineSLE since On-

lineSLE is incorporated into ASTD. The remaining challenges related to ASTD are as

follows:

Time computation cost reduction: Overall, our ASTD is designed with a

computation cost not exceeding O(N). However, the fastest method for online STD is

OneShotSTL, with a computational cost of O(1) [35]. Additionally, OnlineSTL has a com-

putational cost of O(N) but does not utilize any SLE methods [73]. This means that On-

lineSTL is faster than ASTD because OnlineSLE within ASTD requires a computational

cost of O(N). The computational cost comparison results are shown in Table 5.2, where

we are slower than both OnlineSTL and OneShotSTL in theory and practice. Therefore,

reducing the time computation cost remains a challenge that needs to be addressed.

Multiple seasonal components decomposition: This limitation is similar to

the OnlineSLE method, as we aim to decompose a single seasonal component. However, X.

He et al. have explained a solution to extend OneShotSTL for multiple seasonal components

decomposition [35]. Extending ASTD for multiple-seasonal components decomposition will

be a future direction of our research.

Influence of sliding window size: This limitation is similar to the OnlineSLE

method when users set the sliding window size too small. The sliding window refers to

the observational or historical data considered for decomposing the time series into trend,

seasonal, and residual components. A small sliding window may not capture complete

cycles, causing the season length used for decomposition to inaccurately reflect the behavior
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of the seasonal component. Consequently, this leads to inaccurate decomposition of both

seasonal and trend components. We will investigate how to handle this scenario in future

research.

Time series without seasonal component: Our seasonal filter uses single ex-

ponential smoothing. It is based on the value between incoming data after initial detrending

and the previous observation at t −m. Here, m denotes the season length at timestamp t

and t denotes the latest timestamp (See as Eq. 5.3).

In the worst-case scenario, ASTD cannot decompose the seasonal component and

sets St−m to zero because OnlineSLE determines there is no seasonal component at t −

m. Therefore, the output of the seasonal filter at timestamp t will depend solely on the

initial detrending and will not utilize previous cycles to consider the seasonal component

at timestamp t. This is a limitation of our ASTD. One possible solution is to reconstruct

the three components at timestamp t − m into Yt−m and then decompose the seasonal

component at timestamp t. The seasonal filter is expressed as:

St = γDT t + (1− γ)Yt−m, (6.1)

where St denotes the seasonal component at time t, γ is the smoothing factor, and

DT t is the detrended data at time t. Implementing this solution may help address the issue

of missing seasonal components in the ASTD method.
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6.4 Conclusion

In summary, our proposed methods—EBinning, OnlineSLE, and ASTD—offer

significant advancements in capturing transient patterns, estimating season lengths, and

decomposing time series with fluctuating and transitioning seasonal components. Each

method addresses specific challenges and contributes to the broader field of time series

analysis. However, challenges remain, such as improving computation costs, handling out-

liers, extending capabilities to anomaly detection, and applying these methods to various

domains. Future research will focus on overcoming these limitations and exploring the

full potential of these methods. Moreover, we provide the details for reproduction of our

proposed method at appendix of this thesis.
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Chapter 7

Conclusions

7.1 Summary

In this thesis, we have presented three novel methods designed to enhance the

decomposition for the analysis and understanding of four behaviors in time series data:

static, dynamic, stable, and unstable behaviors. These methods—Elastic Data Binning

(EBinning), Online Season Length Estimation (OnlineSLE), and Adaptive Seasonal-Trend

Decomposition (ASTD)—specifically address the unique challenges of decomposing stream-

ing data. Developed to dissect and interpret the intertwined trend, seasonal, and resid-

ual components, these techniques offer significant advancements in the field of time series

decomposition. In concluding the performance and utility of each proposed method, we

observe the following:

• EBinning: This method enhances traditional data binning by dynamically adjusting

bin sizes based on the characteristics of the original time series. We proposed two
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methods: M-EBinning, which compares distributions, and L-EBinning, which focuses

on trend differentiation. Our evaluations with synthetic and real-world datasets in

time-domain astrophysics show that M-EBinning is highly effective in capturing and

sketching transient patterns with high accuracy. However, L-EBinning, the second

mode of EBinning, cannot provide high-quality capture and sketching of transient

patterns due to the short-lived rise phase of the target transient patterns, which cannot

distinguish the trend. Notably, we exhibit M-EBinning for stellar flare capturing with

LCs containing flares discovered by M. Aizawa [3].

• OnlineSLE: This method is a fast and accurate method for online season length

estimation. OnlineSLE facilitates real-time analysis by estimating the season length

of the seasonal component within time series. This feature is especially valuable in

environments with continuously changing the seasonal component. We utilized the

SDFT and spectral peak location estimator, differing from traditional SLE methods

that use the FFT and ACF. Our combination yields faster computation and higher

accuracy than traditional SLE methods. These results suggest that SLE can be per-

formed relying solely on frequency domain analysis without utilizing ACF. Moreover,

it is a crucial part of our ASTD method.

• ASTD: This method is a novel method for online STD by utilizing the optimal

season length provided by OnlineSLE. ASTD provides a robust framework for de-

composing streaming time series data into trend, seasonal, and residual components.

This method effectively handles transitions and fluctuations in seasonality, providing

detailed insights into dynamic behavior within time series. We conducted extensive
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evaluations with synthetic and real-world datasets, specifically from scenarios with

short and long data series, and including or excluding transitions and fluctuations

in seasonality. Moreover, the real-world datasets are open and have been utilized in

numerous publications across various fields such as climatology, ecology, and finance.

Our ASTD method yields high-quality decomposition results and effectively manages

transitions and fluctuations in seasonality. Additionally, we highlight the trade-offs

between our proposed ASTD and existing STD methods. In conclusion, ASTD offers

flexibility in decomposing time series without requiring a predefined season length as

input.

Overall, these three methods offer flexibility and minimal reliance on predefined

parameters, such as bin size, sliding window size, and season length. They provide alterna-

tive solutions for addressing dynamic and stable behaviors in time series. While traditional

methods can yield better results with optimal parameter selection, they often require time-

consuming processes and specific domain knowledge. Our aim is to present these alternative

solutions to support scientists in analyzing time series. These methods may serve as a foun-

dation for time series data mining tasks, including prediction, forecasting, and more.

7.2 Future Work

While the developed methods are robust, the exploration of further enhancements

and broader applications continues. Here, future work will concentrate on several key areas:

• Extension for time Series data mining tasks: We aim to apply the three pro-

posed methods to a variety of data mining tasks, including seasonal adjustment,
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anomaly detection, and forecasting. These applications will test the adaptability

and effectiveness of the methods in different scenarios not covered in this thesis.

• Integration of EBinning with ASTD: This thesis has successfully integrated On-

lineSLE with seasonal-trend decomposition to create ASTD, which provides high-

quality decomposition results when time series data contains seasonality transitions

and fluctuations. There is potential to further integrate EBinning with ASTD. We

hypothesize that EBinning, which captures dynamic behavior in the trend component,

can offer a more robust solution than the current version of ASTD, which integrates

OnlineSLE. Therefore, fully integrating EBinning remains a challenge for further in-

vestigation.

• Reducing computational costs: In the future, the need for faster computation in

streaming data applications will grow. For example, the emergence of large language

models requires significant computational hardware. Therefore, efforts will be directed

at reducing the computational costs to improve the efficiency of our methods, aiming

to achieve a computational complexity of O(1). These improvements will not only

refine the methods but also expand their applicability to large language models and

enhance performance in real-world scenarios.

It is important to note the numerous opportunities for future research. We expect

that scientists across various fields and communities will build upon our proposed methods

to further enrich knowledge in the natural sciences. We hope these advancements will lead

to deeper insights and a greater understanding within the scientific community.
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Appendix A

Supplementary Materials

A.1 Analyzing Flares with M-EBinning

As mentioned in Section 3.6.2, this section showcases the analysis of LCs with

stellar flares discovered by Aizawa et al. [3]. The results are shown as Figures A.1 and A.2.

In all figures, the black lines represent the LCs, and the blue lines represent the results of

M-EBinning. The x-axes represent time from the flare peaks in seconds. For a detailed

comparison, we recommend reviewing these results alongside Appendix 2 of the publication

by Aizawa et al. [3].
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(a) TIC15904458 (b) TIC17198188 (c) TIC18376490

(d) TIC20536892 (e) TIC21286088 (f) TIC21286574

(g) TIC46305452 (h) TIC55288759 (i) TIC119031076

Figure A.1: All flare periods representation results obtained using M-EBinning.

A.2 Datasets and Source Codes

Here, we summarize all the datasets and source codes utilized in this thesis for

reproducibility, as detailed in Tables A.1 and A.4.
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(a) TIC121638493 (b) TIC203228080 (c) TIC243017627

(d) TIC251725681 (e) TIC315617164 (f) TIC358561826

(g) TIC358573853 (h) TIC366485128 (i) TIC435904068

Figure A.2: All flare periods representation results obtained using M-EBinning (continued).
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Table A.1: List of datasets.

Dataset name Chapter Source

Sqaure-LCs 3 Supplementary website for EBinning publication [90]

Triangle-LCs 3 Supplementary website for EBinning publication [90]

Kepler-LCs 3 Supplementary website for EBinning publication [90]

Aizawa dataset 3 Provided by M. Aizawa [3]

Sythetic dataset 4 Supplementary website for OnlineSLE publication [84]

ECG 4
Supplementary website of
Matrix Profile VIII publication [32]

ABP 4
Supplementary website of
Matrix Profile VIII publication [32]

Sunspots 4
“Sunspot Index and Long-term
Solar Observation” website [112]

Sythetic dataset 5 Supplementary website for ASTD publication [86]

Real1 dataset 5 Supplementary website for ASTD publication [86]

astsa (Real2) 5 Available on CRAN package [109]

fma (Real2) 5 Available on CRAN package [44]

expsmooth (Real2) 5 Available on CRAN package [43]

fpp2 (Real2) 5 Available on CRAN package [42]

Table A.2: List of methods in Chapter 3.

Abbreviation Full Name
Implementation
Source

Language

M-EBinning Mean-Elastic Data Binning [90] Own Python

L-EBinning Linear-Elastic Data Binning [90] Own Python

DyBin (or PSY) Dynamic Binning [88] Own Python

TWIN Temporal Window In Networks [110] Own Python

PAA
Piecewise Aggregate Approximation
(or Classical Data binning) [50]

scikit-learn Python

SAX Symbolic Aggregate approXimation [62] scikit-learn Python

1D-SAX 1D-Symbolic Aggregate approXimation [71] scikit-learn Python

MP Matrix Profile [134] Stumpy Python

FLUSS
Fast Low-cost Unipotent Semantic
Segmentation [32]

Stumpy Python

HOT-SAX
Heuristically Ordered Time Series using
Symbolic Aggregate Approximation [51]

jmotif R
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Table A.3: List of methods in Chapter 4.

Abbreviation Full Name
Implementation
Source

Language

OnlineSLE Online Season Length Esitmation [84] Own Python

SDFT Sliding Discrete Fourier transform [48, 49] Own Python, R

Quinn Quinn Estimator [93] Own Python

QSE Q-shift Estimator [104]
Own Python
Original Matlab

HAQSE
Hybrid Aboutanios and Mulgrew
and q-shift estimator [104]

Own Python
Original Matlab

FindLength FindLength [79] TSB-UAD Python

AutoPeriod AutoPeriod [120]
Periodicity
detection

Python

SAZED
Spectral and Average Autocorrelation
ZEro Distance density [118]

sazedR R

Table A.4: List of methods in Chapter 5.

Abbreviation Full Name
Implementation
Source

Language

ASTD
Adaptive Seasonal-Trend
Decomposition [86]

Own Python

SlidingSTL STL based on the sliding window [86] Own Python

OnlineSTL OnlineSTL [73] Own Python

STL
Seasonal-trend Decomposition using
LOESS [19]

statsmodels Python

MSTL
Multiple Seasonal-Trend
Decomposition using LOESS [5]

forecast R

STR
Seasonal-Trend decomposition using
Regression [25]

stR R

RobustSTL RobustSTL [126] Original Python

Fast-RobustSTL Fast-RobustSTL [129] Original Python

OneShotSTL OneShotSTL [35] Original Java
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