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The Structure of AS-Gorenstein Algebras

Hiroyuki Minamoto∗ and Izuru Mori†

Abstract

In this paper, we define a notion of AS-Gorenstein algebra for N-graded
algebras, and show that symmetric AS-regular algebras of Gorenstein pa-
rameter 1 are exactly preprojective algebras of quasi-Fano algebras. This
result can be compared with the fact that symmetric graded Frobenius al-
gebras of Gorenstein parameter −1 are exactly trivial extensions of finite
dimensional algebras. The results of this paper suggest that there is a
strong interaction between classification problems in noncommutative al-
gebraic geometry and those in representation theory of finite dimensional
algebras.

Keywords: AS-regular algebras, Fano algebras, preprojective algebras, graded
Frobenius algebras, trivial extensions
2000 Mathematics Subject Classification: 16S38, 16E65, 16W50, 16D90

1 Introduction

In noncommutative algebraic geometry, classifying AS-regular algebras is one of
the major projects, while, in representation theory of finite dimensional algebras,
classifying finite dimensional algebras of finite global dimension is one of the
major projects. The purpose of this paper is to connect these classification
problems. The first author of this paper recently introduced a notion of Fano
algebra in [15], which is a nice class of finite dimensional algebras of finite global
dimension. For example, every path algebra of finite acyclic quiver of infinite
representation type is Fano [15]. In this paper, by extending the notion of
AS-Gorenstein algebra to N-graded algebras, we will give a nice correspondence
between these algebras, namely, for an AS-regular algebra A of global dimension
n ≥ 1, we define the Beilinson algebra ∇A, which is a quasi-Fano algebra of
global dimension n − 1, and, for a quasi-Fano algebra R of global dimension
n, we define the preprojective algebra ΠR, which is exactly a symmetric AS-
regular algebra of global dimension n + 1 and of Gorenstein parameter 1. This
correspondence is nice in a sense that ∇(ΠR) is isomorphic to R as algebras

∗The first author was supported by Grant-in-Aid for Young Scientist (B) 21740017.
†The second author was supported by Grant-in-Aid for Scientific Research (C) 91540020.

The part of this work was done while the second author visited Research Institute for Math-
ematical Sciences, Kyoto University as a RIMS long term researcher.
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for every quasi-Fano algebra R, and Π(∇A) is graded Morita equivalent to
A for every AS-regular algebra A. These results suggest that classifying AS-
regular algebras of dimension n ≥ 1 up to graded Morita equivalence is strongly
related to classifying quasi-Fano algebras of dimension n−1 up to isomorphism.
In fact, classifying quantum projective spaces of dimension n up to derived
equivalence is the same as classifying quasi-Fano algebras of dimension n up to
derived equivalence. We will also show that the analogous results hold for graded
Frobenius algebras, which are exactly AS-Gorenstein algebras of dimension 0 in
our sense.

For the rest of this section, we fix basic definitions and notations used in
this paper. Throughout, let k be a field. In this paper, an algebra means an
algebra over k unless otherwise stated. For a ring R, we denote by Mod R the
category of right R-modules, and by mod R the full subcategory consisting of
finitely presented modules. In this paper, R is often a finite dimensional algebra
over k. In this case, modR is simply the full subcategory consisting of modules
finite dimensional over k. We denote by Ro the opposite ring of R and define
Re := Ro ⊗ R. For rings R, S, ModRo is identified with the category of left
R-modules, and Mod(Ro⊗S) is identified with the category of R-S bimodules,
so that Mod Re is identified with the category of R-R bimodules. We denote by
DV := Homk(V, k) the vector space dual of a vector space V . If R is a finite
dimensional algebra, then D(−) : mod R ↔ modRo : D(−) gives a duality.

For an N-graded ring A = ⊕i∈NAi, we denote by GrMod A the category
of graded right A-modules, and by grmod A the full subcategory consisting of
finitely presented modules. Morphisms in GrModA are A-module homomor-
phisms preserving degrees. Note that A is graded right coherent if and only if
grmod A is an abelian category. We say that A is connected over R if A0 = R.
A graded algebra A is called locally finite if dimk Ai < ∞ for all i ∈ N.

For a graded module M ∈ GrMod A and an integer m ∈ Z, we define the
truncation M≥m := ⊕i≥mMi ∈ GrMod A and the shift M(m) ∈ GrMod A by
M(m)i := Mm+i for i ∈ Z. We say that M is bounded below if M = M≥m for
some m ∈ Z, and bounded above if M≥m = 0 for some m ∈ Z. Note that the
rule M 7→ M(m) is an autoequivalence for both GrMod A and grmod A, called a
shift functor. For M, N ∈ GrMod A, we write Exti

A(M,N) = Exti
GrMod A(M, N)

and
Exti

A(M, N) :=
⊕

m∈Z
Exti

A(M, N(m)).

Let A be a graded algebra. We denote by tors A the full subcategory of
GrMod A consisting of modules finite dimensional over k, and by Tors A the full
subcategory of GrMod A consisting of direct limits of modules in tors A. By
abuse of notation, we denote by DV := Homk(V, k) the graded vector space
dual of a graded vector space V , i.e. (DV )i := D(V−i). If A is a locally finite
N-graded algebra, then D(−) : tors A ↔ torsAo : D(−) gives a duality.

AS-regular algebras defined below are the most important class of algebras
in noncommutative algebraic geometry.
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Definition 1.1. A graded algebra A connected over k is called AS-Gorenstein
(resp. AS-regular) of dimension n and of Gorenstein parameter ` if id A = n
(resp. gldim A = n) and A satisfies the Gorenstein condition, that is,

Exti
A(k, A) ∼=

{
k(`) if i = n,

0 otherwise.

We denote by D(C) the derived category of an abelian category C, and by
Db(C) the bounded derived category of C. Then the Gorenstein condition above
is equivalent to RHomA(k,A) ∼= k(`)[−n] in D(GrMod k). The purpose of this
paper is to extend the notion of AS-Gorenstein algebra to N-graded algebras,
and study their structures. In particular, we present some interactions between
noncommutative algebraic geometry and representation theory of finite dimen-
sional algebras.

A complex M ∈ D(C) is called pure if it is quasi-isomorphic to a complex
concentrated in degree 0, i.e., hi(M) = 0 for i 6= 0. Let R be a ring. A two-sided
titling complex of R is a complex of R-R bimodules L ∈ D(Mod Re) such that
L⊗L

R L−1 ∼= R and L−1⊗L
R L ∼= R in D(Mod Re) where L−1 := RHomR(L,R).

For a two-sided tilting complex L of R, we define the following full subcategories
of Db(mod R):

DL,≥0 := {M ∈ Db(mod R) | hq(M ⊗L
R L⊗

L
Ri) = 0 for all q < 0, i À 0},

DL,≤0 := {M ∈ Db(mod R) | hq(M ⊗L
R L⊗

L
Ri) = 0 for all q > 0, i À 0}.

Fano algebras and their preprojective algebras introduced in [15] and [16] will
play an essential role to connect noncommutative algebraic geometry and rep-
resentation theory of finite dimensional algebras.

Definition 1.2. Let R be a ring. A two-sided tilting complex L of R is called
quasi-ample if L⊗

L
Ri are pure for all i ≥ 0. We say that a finite dimensional

algebra R is quasi-Fano of dimension n if gldim R = n and ω−1
R is a quasi-

ample two-sided tilting complex where ωR := DR[−n]. A quasi-Fano algebra is
called extremely Fano if (Dω−1

R ,≥0,Dω−1
R ,≤0) is a t-structure in Db(mod R). The

preprojective algebra of a quasi-Fano algebra R is defined by the tensor algebra
ΠR := TR(ω−1

R ) of ω−1
R over R.

Remark 1.3. Let R be a finite dimensional algebra, and ωR := DR[−n] for some
n ∈ Z. If gldim R < ∞, then ωR is a two-sided tilting complex of R. Moreover,
if ω−1

R is quasi-ample, then gldim R = n so that R is a quasi-Fano algebra of
dimension n.
Remark 1.4. The preprojective algebra of a quasi-Fano algebra of dimension n
was called the (n+1)-Calabi-Yau completion or the derived (n+1)-preprojective
algebra in [10]. One of the conditions for an algebra R to be quasi-Fano of
dimension n can be thought of as the condition that the derived m-preprojective
algebra of R is a usual algebra (not only a dg-algebra) if and only if m = n + 1,
so we drop the notion “derived (n + 1)-” in our definition of the preprojective
algebra.
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Every finite dimensional algebra R of gldim R = 0 is extremely Fano. In this
case, ΠR ∼= R[x] the polynomial algebra over R. By [15, Theorem 3.6], every
quasi-Fano algebra R of dimension 1 is extremely Fano. The path algebra kQ
of a finite acyclic quiver Q of infinite representation type is a concrete example
of an extremely Fano algebra of dimension 1. In this case, Π(kQ) is isomorphic
to the usual preprojective algebra of kQ.(See [15, 4.1])

2 Preliminaries

Before extending the notion of AS-Gorenstein algebra, we will introduce the no-
tion of minimal projective resolution for N-graded algebras, and review modules
and graded rings twisted by automorphisms.

2.1 Minimal projective resolutions

In this subsection, we fix a finite dimensional algebra R, and an N-graded algebra
A connected over R. We denote by JR the Jacobson radical of R, and define the
Jacobson radical of A by the homogenous ideal JA := JR ⊕ A≥1 of A. In this
paper, we sometimes view R as a graded algebra concentrated in degree 0. Since
R is finite dimensional, every R-module M has a projective cover f̄ : P → M ,
i.e., P is a projective R-module and Ker(f̄) ⊂ PJR (cf. [1, Proposition 28.13]).
Therefore it is easy to see that every graded right R-module M has a graded
projective cover f̄ : P → M , i.e., P is a projective graded right R-module and
Ker(f̄) ⊂ PJR.

We denote by ⊗ the graded tensor product. Then there is the following
adjoint pair of functors

−⊗R A : GrMod R À GrMod A : HomA(A,−)

where we view A as a graded R-A bimodule. We identify the base algebra R
with A/A≥1 by the canonical morphism R ↪→ A ³ A/A≥1. Note that, for a
projective graded right R-module P , the tensor product P ⊗R A with A is a
projective graded right A-module. Note that, for each graded right R-module
M , the tensor product M ⊗A R is naturally isomorphic to M as graded right
R-modules.

The next lemma is called the Nakayama lemma.

Lemma 2.1. For M ∈ ModR, M ⊂ MJR if and only if M = 0. Moreover,
for M ∈ GrMod A bounded below, M ⊂ MJA if and only if M = 0.

Proof. Since R is finite dimensional, if M ⊂ MJR, then M = MJR = MJ2
R =

· · · = 0.
Moreover, let M ∈ GrMod A be bounded below. If M 6= 0, then there is an

integer p ∈ Z such that Mp 6= 0 and Mq = 0 for q < p. If M ⊂ MJA, then
Mp ⊂ (MJA)p = MpJR, so Mp = 0, which is a contradiction.

The following version of Nakayama lemma is well-known, and easily follows
from the above lemma.
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Lemma 2.2. For M ∈ GrMod A bounded below, M ⊗A R = 0 if and only if
M = 0.

Lemma 2.3. A projective R-module Q is isomorphic to a direct sum of inde-
composable direct summands of R.

Proof. By [1, Proposition 28.13], there is a projective cover f̄ : P → Q so that
Ker(f̄) ⊂ PJR where P is a direct sum of direct summands of R. Since Q is
projective, there is a projective module Q′ and an isomorphism α : Q⊕Q′

∼=−→ P
such that the composition f̄ ◦ α is equal to the first projection Q ⊕ Q′ → Q.
Under the isomorphism α, Q′ is isomorphic to Ker(f̄). Hence Q′ ⊂ Q ⊕ Q′ is
contained in (Q ⊕ Q′)JR = QJR ⊕ Q′JR. Therefore we have Q′ ⊂ Q′JR, so
Q′ = 0 by Lemma 2.1.

Lemma 2.4. Let P be a projective graded right R-module. If g : P ⊗R A →
P → P/PJR is the canonical projection, then Ker(g) = (P ⊗R A)JA.

Proof. By the above lemma, P is of the form ⊕i∈IP
i(si) where P i is an inde-

composable direct summand of R and si ∈ Z for each i. Therefore, we reduce
to the case when P is a direct summand of R as a right R-module. In this case,
there is a primitive idempotent element e of R such that P ∼= eR. Then we have
P ⊗R A ∼= eA and P/PJR

∼= e(R/JR). Now it is easy to see the claim.

Lemma 2.5. Let M be a graded right A-module bounded below. Then there is
a graded projective right R-module P bounded below and a surjective homomor-
phism f : P ⊗R A → M in GrMod A such that Ker(f) ⊂ (P ⊗R A)JA.

We call a surjective homomorphism f : P ⊗R A → M in GrMod A satisfying
this property a projective cover of M .

Proof. By [1, Proposition 28.13], there is a projective cover f̄ : P → M ⊗A R

of a graded right R-module M ⊗A R so that Ker(f̄) ⊂ PJR. Since P ⊗R A is a
graded projective right A-module, there is a homomorphism f : P ⊗R A → M
in GrMod A which completes the following commutative diagram

P ⊗
R

A
f //

²²²²

M

²²²²
P

f̄ // M ⊗
A

R

in GrMod A. We claim that f is surjective. Indeed, applying −⊗A R to the
exact sequence P ⊗R A → M → Coker(f) → 0, we obtain the following com-
mutative diagram

(P ⊗
R

A)⊗
A

R
f ⊗

A
R

//

∼=
²²

M ⊗
A

R // Coker(f)⊗
A

R // 0

P
f̄ // M ⊗

A
R
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in GrMod R. Since vertical arrows are isomorphisms and f̄ is surjective, we
see Coker(f)⊗A R = 0. Since Coker(f) is bounded below, we conclude that
Coker(f) = 0 by Lemma 2.2. This proves the claim.

Since f̄ : P → M ⊗A R is a projective cover, Ker f̄ ⊂ PJR, so there is a
homomorphism M ⊗R A → P/PJR in GrMod A which completes the following
commutative diagram

P ⊗
R

A
f //

²²

M

²²
P

f̄ //

²²

M ⊗
A

R

yyttttttttt

P/PJR

in GrMod A. If g : P ⊗R A → P → P/PJR is the canonical projection, then
Ker(f) ⊂ Ker(g) = (P ⊗R A)JA by Lemma 2.4.

Lemma 2.6. For a graded projective right A-module Q bounded below, there is
a graded projective right R-module P bounded below such that Q ∼= P ⊗R A.

Proof. Let f : P ⊗R A → Q be a projective cover of Q. Since Q is pro-
jective, there is a projective graded right A-module Q′ bounded below and
an isomorphism α : Q ⊕ Q′ ∼= P ⊗R A such that the composition p ◦ α is
the first projection. Since α(Q′) ⊂ Ker(f) ⊂ (P ⊗R A)JA, it follows that
Q′ ⊂ (Q ⊕ Q′)JA = QJA ⊕ Q′JA, so Q′ ⊂ Q′JA, hence Q′ = 0 by Lemma
2.1.

By the above lemma, we often write a graded projective right A-module
bounded below in the form P ⊗R A where P is a graded projective right R-
module bounded below in order to avoid some potential confusion. Let M be
a graded right A-module bounded below. By Lemma 2.5, we can construct a
projective resolution of M

· · · → P−2⊗R A
d−2

−−→ P−1⊗R A
d−1

−−→ P 0⊗R A → M → 0

such that Im(di) ⊂ (P i+1⊗R A)JA for each i < 0. We call such a resolution
a minimal projective resolution of M . Since a simple module in GrModAo is
naturally viewed as a shift of simple module in Mod Ro, the differential di of a
minimal projective resolution vanishes when di is tensored by a graded simple
Ao-module S, i.e., di⊗A S = 0.

We will define the graded small global dimension of A by sgldim A :=
sup{pdAS | S ∈ GrMod A simple }.
Proposition 2.7. We have

gldimA = sgldim A = sgldim Ao = gldim Ao.
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Proof. Clearly, sgldim A ≤ gldim A, so it is enough to show that gldim A ≤
sgldim Ao when the right hand side is finite. Assume that n = sgldim A < ∞.

By [23, Theorem 4.1.2], it is enough to show that pdAA/I ≤ n for every
graded right ideal I of A. Therefore it is enough to show that pdAM ≤ n for
every graded right A-module M bounded below. Let

· · · → P−2⊗R A
d−2

−−→ P−1⊗R A
d−1

−−→ P 0⊗R A → M → 0

be a minimal projective resolution of M . By the above remark, for any simple
module S ∈ GrMod Ao, we have (P−p⊗R A)⊗A S ∼= TorA

p (M, S) = 0 for all
p > n. Since R is finite dimensional, it is a finite extension of graded simple
right A-modules, so (P−p⊗R A)⊗A R = 0, hence P−p = (P−p⊗R A)⊗A R = 0
for all p > n.

2.2 Twist by an Automorphism

First, we define a module twisted by a ring automorphism. Let R be a ring
and σ ∈ Aut R a ring automorphism. For M ∈ ModR, we define Mσ ∈ Mod R
by Mσ = M as an abelian group with the new right action m ∗ a = mσ(a),
which induces an equivalence functor (−)σ

∼= − ⊗R Rσ : Mod R → Mod R.
Similarly, for M ∈ Mod Ro, we define σM ∈ ModRo by σM = M as an abelian
group with the new left action a ∗ m = σ(a)m, which induces an equivalence
functor σ(−) ∼= σR ⊗R − : ModRo → Mod Ro. The map σ : R → R gives
an isomorphism σ−1R → Rσ in Mod Re. Note that σ−1M is not necessarily
isomorphic to Mσ in Mod Re for a general M ∈ Mod Re, however, we have the
following result.

Lemma 2.8. Let R be a ring and M ∈ Mod R.
(1) For σ ∈ Aut R, HomR(Mσ, R) ∼= σ HomR(M, R) in ModRo.
(2) If R is an algebra and σ ∈ Autk R, then D(Mσ) ∼= σ(DM) in Mod Ro.

Proof. Left to the reader.

A graded module twisted by a graded ring automorphism can be defined in
a similar way. The following lemma is standard.

Lemma 2.9. Let R be a finite dimensional algebra and M an R-R bimodule.
If M ∼= R in ModR and ModRo, then there exists an algebra automorphism
σ ∈ Autk R such that M ∼= Rσ

∼= σ−1R in Mod Re.
Similarly, let A be a locally finite N-graded algebra and M a graded A-A

bimodule. If M ∼= A in GrMod A and in GrMod Ao, then there exists a graded
algebra automorphism τ ∈ AutkA such that M ∼= Aτ

∼= τ−1A in GrMod Ae.

Proof. The first claim is a special case of the second claim for a graded algebra
concentrated in degree 0.

Fix a graded left A-module isomorphism φ : M → A and define a graded
vector space map τ : A → A by τ(a) := φ(φ−1(1)a). Since an element τ(a)
of the LHS corresponds to φ ◦ (− × a) ◦ φ−1 under the anti-isomorphism A ∼=
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HomAo(A,A) of graded algebras where − × a is the right multiplication by a,
it is easy to see that τ is a graded algebra homomorphism and φ induces an
isomorphism M → Aφ of graded A-A-bimodules. Since M is isomorphic to A
as graded right A-modules, the right action on M of A is faithful. Therefore
we see that τ is injective. Since A is locally finite, τ is surjective. Hence τ is a
graded algebra automorphism of A.

Second, we define a graded ring twisted by a graded ring automorphism. Let
A be a graded ring and τ ∈ AutA a graded ring automorphism. We define a new
graded ring Aτ by Aτ = A as a graded abelian group with new multiplication
defined by a ∗ b = aτ i(b) where a ∈ Ai, b ∈ Aj . Similarly, we define a new
graded ring τA by τA = A as a graded abelian group with new multiplication
defined by a ∗ b = τ j(a)b where a ∈ Ai, b ∈ Aj . The map A → A defined by
a 7→ τ i(a) for a ∈ Ai gives an isomorphism τ−1

A → Aτ as graded rings. By
[25], GrMod τA ∼= GrMod Aτ ∼= GrMod A for any τ ∈ AutA.

We will give some relationships between these two notions of twist.

Lemma 2.10. Let A be an N-graded ring connected over R, τ ∈ AutA a graded
ring automorphism, and σ = τ |R ∈ AutR the restriction.

(1) For M ∈ GrMod A, (Mi)σ = (Mτ )i in ModR.
(2) (Aτ )i = (Ai)σi in Mod Re.

Proof. (1) For m ∈ Mi and a ∈ R ⊂ A, the right action of a in (Mi)σ is
m ∗ a = mσ(a) = mτ(a), and the right action of a in (Mτ )i is m ∗ a = mτ(a),
hence the result.

(2) For b ∈ Ai and a ∈ R, the right action of a in (Aτ )i is b ∗a = bτ i(a), and
the right action of a in (Ai)σi is b ∗ a = bσi(a) = bτ i(a), hence the result.

Lemma 2.11. Let R be a ring and M an R-R bimodule. If τ ∈ AutTR(M)
is a graded ring automorphism, and σ = τ |R ∈ Aut R is the restriction, then
TR(σM) ∼= τTR(M) as graded algebras over R.

Proof. We denote by τi = τ |M⊗Ri : M⊗Ri → M⊗Ri the degree i component of
τ so that σ = τ0. The map τ i

1 : σMσ−i → σi+1M is an isomorphism in Mod Re

because, for a, b ∈ R, m ∈ M ,

τ i
1(a ∗m ∗ b) = τ i

1(σ(a)mσ−i(b)) = τ i
0(σ(a))τ i

1(m)τ i
0(σ

−i(b))

= σi+1(a)τ i
1(m)b = a ∗ τ i

1(m) ∗ b,

so the map

τ i
1 ⊗ idM : σM ⊗ σiM ∼= σM ⊗ σiR⊗M ∼= σM ⊗Rσ−i ⊗M ∼= σMσ−i ⊗M → σi+1M ⊗M

is an isomorphism in Mod Re for each i ∈ N+ where ⊗ = ⊗R. We define an
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isomorphism αi : (σM)⊗Ri → σiM⊗Ri in Mod Re by the composition

σM ⊗ σM ⊗ · · · ⊗ σM ⊗ σM ⊗ σM
yidM ⊗ idM ⊗···⊗idM ⊗τ1⊗idM

σM ⊗ σM ⊗ · · · ⊗ σM ⊗ σ2M ⊗M
yidM ⊗ idM ⊗···⊗τ2

1⊗idM ⊗ idM

σM ⊗ σM ⊗ · · · ⊗ σ3M ⊗M ⊗M
yidM ⊗ idM ⊗···⊗τ3⊗idM ⊗ idM

...yτ i−1
1 ⊗idM ⊗···⊗idM ⊗ idM ⊗ idM

σiM ⊗M ⊗ · · · ⊗M ⊗M ⊗M,

i.e.,

αi(m1 ⊗m2 ⊗ · · · ⊗mi) := τ i−1
1 (m1)⊗ τ i−2

1 (m2)⊗ τ i−3
1 (m3)⊗ · · · ⊗mi

where mp ∈ M for each p = 1, . . . , i. We set α0 := idR : R → R. It is now
routine to check that α := ⊕i≥0αi : TR(σM) → τTR(M) is an isomorphism of
graded algebras over R. We leave the details to the reader.

3 Generalizations of AS-Gorenstein Algebras

Throughout this section, let R be a finite dimensional algebra, and A a locally
finite N-graded algebra connected over R. We give a few possible generaliza-
tions of the notion of AS-Gorenstein algebra for such an A, and compare these
generalizations.

3.1 AS-Gorenstein Algebras over R

The following is the most natural generalization of AS-Gorenstein algebra for
N-graded algebras.

Definition 3.1. A locally finite N-graded algebra A connected over R is called AS-
Gorenstein over R (resp. AS-regular over R) of dimension n and of Gorenstein
parameter ` if id A = n (resp. gldim A = n and gldim R < ∞) and A satisfies
the Gorenstein condition over R, that is,

Exti
A(R,A) ∼=

{
(DR)(`) if i = n,

0 otherwise

in GrMod R and in GrMod Ro, or equivalently, RHomA(R, A) ∼= (DR)(`)[−n]
in D(GrMod R) and in D(GrMod Ro).
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First note that the usual AS-Gorenstein algebras are exactly AS-Gorenstein
algebras over k in the above definition. If A satisfies the Gorenstein condition
over R as above, then D Extn

A(R, A) ∼= R(−`) in GrModR and in GrMod Ro,
so D Extn

A(R,A) ∼= Rσ(−`) in GrMod Re for some algebra automorphism σ ∈
Autk R by Lemma 2.9. It follows that the Gorenstein condition over R is equiv-
alent to the condition

Exti
A(R, A) ∼=

{
σ(DR)(`) if i = n,

0 otherwise

in GrMod Re for some algebra automorphism σ ∈ Autk R by Lemma 2.8 (2). In
this case, we say that A satisfies the Gorenstein condition over R with respect
to (n, `, σ). By convention, we say that Ao satisfies the Gorenstein condition
over R with respect to (n, `, σ) if

Exti
Ao(R, A) ∼=

{
(DR)σ(`) if i = n,

0 otherwise

in GrMod Re.
In the sequel, we use the following notations

(−)∨ := HomA(−, A) : GrModA → GrMod Ao

(−)∨ := HomAo(−, A) : GrMod Ao → GrMod A
(−)∗ := HomR(−, R) : GrMod R → GrMod Ro

(−)∗ := HomRo(−, R) : GrMod Ro → GrMod R.

For the graded projective right R-module P , we have a natural isomorphism
(P ⊗R A)∨ ∼= A⊗R P ∗ in GrMod Ao.

Lemma 3.2. Let 0 6= M ∈ GrMod A such that pdAM < ∞. If, for some
n ∈ N, Exti

A(M, A) = 0 for i 6= n, then pdAM = n.

Proof. Left to the reader.

The Jacobson radical rad M of a graded right A-module M is the intersection
of the maximal graded submodules.

Lemma 3.3. Let P and Q be graded projective right R-modules and let f :
P ⊗R A → Q⊗R A be a homomorphism in GrMod A. If Im(f) ⊂ (Q⊗R A)JA,
then Im(f∨) ⊂ rad((P ⊗R A)∨).

Proof. Let P = ⊕λ∈ΛPλ be a decomposition into indecomposable projective
graded right R-modules Pλ. Then we have (P ⊗R A)∨ ∼= Πλ∈Λ(Pλ⊗R A)∨ and
rad((P ⊗R A)∨) ∼= Πλ∈ΛJA(Pλ⊗R A)∨ in GrMod Ao. Let ιλ : Pλ ⊂ P be the
canonical inclusion. It is enough to show that the image of the composition
(ιλ⊗R A)∨ ◦ f∨ : (Q⊗R A)∨ → (Pλ⊗R A)∨ is contained in JA(Pλ⊗R A)∨ for
each λ ∈ Λ. Since Pλ is finitely generated by Lemma 2.3, there is a finite direct
summand Q′ ⊂ Q such that f is factored by f ′ : Pλ⊗R A → Q′⊗R A. Therefore
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it is enough to show that Im(f ′∨) ⊂ JA(Pλ⊗R A)∨. Let Q′ = ⊕λ′∈Λ′Q
′λ′ be

a decomposition into indecomposable projective graded right R-modules Q′λ′ .
Since the index set Λ′ is finite, (Q′⊗R A)∨ ∼= ⊕λ′∈Λ′(Q′λ

′ ⊗R A)∨ in GrMod Ao.
Therefore it is enough to show that Im(f ′∨|(Q′λ′ ⊗

R
A)∨) ⊂ JA(Pλ⊗R A)∨. Let

pλ′ : Q′ ³ Q′λ
′
be the canonical projection. Since f ′∨|(Q′λ′ ⊗

R
A)∨ = (pλ′ ◦ f ′)∨,

we may assume that Q′ is indecomposable by replacing Q′λ
′
by Q′. Note that if

P is finitely generated then rad((P ⊗R A)∨) = JA(P ⊗R A)∨. Replacing Pλ and
Q′ by P and Q respectively, we may assume that P and Q are indecomposable
projective graded right R-modules.

By shifting the grading, we may assume that P is concentrated in degree 0.
If Q is concentrated in degree greater than 0, then HomA(P ⊗R A,Q⊗R A) = 0,
hence f = 0. If Q is concentrated in degree less than 0, then it is easy to see
that Im(f∨) ⊂ (P ⊗R A)∨≥0 ⊂ JA(P ⊗R A)∨. Therefore we may assume that Q
is concentrated in degree 0.

Note that, for f : P ⊗R A → Q⊗R A, there is a homomorphism g : P → Q in
Mod R such that f = g⊗R A. Under the isomorphisms (P ⊗R A)∨ ∼= A⊗R P ∗

and (Q⊗R A)∨ ∼= A⊗R Q∗, (g⊗R A)∨ corresponds to A⊗R g∗. It follows
that Im(f∨) = Im((g⊗R A)∨) ⊂ JA(P ⊗R A)∨ if and only if Im(A⊗R g∗) ⊂
JA(A⊗R P ∗) which is equivalent to Im(g∗) ⊂ JRP ∗ because P ∗, Q∗ are concen-
trated in degree 0. Since Im(g) ⊂ QJR if and only if g is not an isomorphism
and Im(g∗) ⊂ JRP if and only if g∗ is not an isomorphism, now it is easy to see
the claim.

Proposition 3.4 ([20, Proposition 3.1]). Let

0 → P−n⊗
R

A
d−n

−−−→ P−n+1⊗
R

A
d−n+1
−−−−−→ · · · d−2

−−−→ P−1⊗
R

A
d−1
−−−→ P 0⊗

R
A

ε−→ M → 0

be a minimal projective resolution of M ∈ GrMod A so that pdAM = n. If
Exti

A(M, A) = 0 for i 6= n and dimk Extn
A(M, A) < ∞, then the following hold:

(1) For each i, P−i is finitely generated as a graded right R-module.
(2) For each i, min{s | P−i

s 6= 0} ≤ min{s | P
−(i+1)
s 6= 0} and max{s |

P−i
s 6= 0} ≤ max{s | P−(i+1)

s 6= 0}.
(3) {s | P−n

s 6= 0} ⊂ {s ∈ Z | Extn
A(M, A)−s 6= 0}.

Proof. (1) Applying (−)∨ to the minimal projective resolution of M , we obtain
the following exact sequence:

0 ← Extn
A(M, A)

ε′←− A⊗
R

(P−n)∗ ∂−n

←−−− A⊗
R

(P−n+1)∗ ∂−n+1
←−−−−− · · · ∂−1

←−−− A⊗
R

(P 0)∗ ← 0

in GrMod Ao where ∂i := (di)∨. Since Ker ε′ = Im(∂−n) ⊂ rad(A⊗R(P−n)∗)
by Lemma 3.3, we have a surjective homomorphism

(3-1) Extn
A(M, A) ³ T

where we set T := A⊗R(P−n)∗/ rad(A⊗R(P−n)∗). Let P−n = ⊕λ∈ΛPλ be a
decomposition into indecomposable projective graded R-modules. We denote
by Sλ the simple graded Ro-module corresponding to Pλ, i.e. if Pλ ∼= eR(−l)
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for some idempotent element e ∈ R and some l ∈ Z, then Sλ := (Re/JRRe)(l).
Then we have

(3-2) T ∼= Πλ∈ΛSλ.

Since Extn
A(M, A) is finite dimensional, we see that the index set Λ is finite by

the surjection (3-1). Hence P−n is finitely generated.
We prove P−i is finitely generated by descending induction on i. Suppose

that P−(i+1) is finitely generated. Then P−i has a finite direct summand P ′−i

such that the image of d−(i+1) is contained in P ′−i⊗R A. Let P ′′−i be the
complement of P ′−i in P−i, i.e., P−i = P ′−i ⊕ P ′′−i. Then the restriction of
∂−(i+1) to A⊗R(P ′′−i)∗ vanishes. Since 0 = Exti(M, A) = Ker ∂−(i+1)/ Im ∂−i,
we see that Im ∂−i = Ker ∂−(i+1) and that A⊗R(P ′′−i)∗ is contained in Im ∂−i.
By Lemma 3.3, Im ∂−i ⊂ rad(A⊗R(P−i)∗). By the graded version of [1, 9.19],
rad(A⊗R(P ′′−i)∗) = rad(A⊗R(P ′−i)∗)⊕ rad(A⊗R(P ′′−i)∗). Therefore we see
that A⊗R(P ′′−i)∗ ⊂ rad(A⊗R(P ′′−i)∗). Hence A⊗R(P ′′−i)∗ = 0 and P ′′−i =
0. Therefore P−i = P ′−i is finitely generated.

(2) The first part of (2) is by the definition of a minimal projective resolution.
Set s0 := max{s | P−(i+1)

s 6= 0}. We take the decomposition P−i = P−i
≤s0

⊕P−i
>s0

.
Since (P−i)∗<−s0

= (P−i
>s0

)∗ and −s0 = min{s | (P−(i+1))∗s 6= 0}, we have
HomAo(A⊗R(P−i

>s0
)∗, A⊗R(P−(i+1))∗) = 0. Therefore the restriction of ∂−(i+1)

to A⊗R(P−i
>s0

)∗ vanishes. Hence A⊗R(P−i
>s0

)∗ is contained in Ker ∂−(i+1). By
the same argument in the proof of (1), we see that P−i

>s0
= 0. This finishes the

proof of (2).
(3) By the isomorphism (3-2), we see that if P−n

s 6= 0 then T−s 6= 0. There-
fore by looking at the degree−s part of the surjection (3-1), we see the claim.

In the sequel, we use the following notations

Ei(−) := Exti
A(−, A) : GrMod A → GrMod Ao

E′i(−) := Exti
Ao(−, A) : GrMod Ao → GrMod A.

If A satisfies the Gorenstein condition over R with respect to (n, `, σ), then we
also use the following notations

F (−) := σD(−)(`) : GrMod R → GrMod Ro

F ′(−) := D(−)σ−1(`) : GrMod Ro → GrMod R.

Clearly, F and F ′ are exact functors. For N ∈ grmodRo,

F (F ′N)) ∼= σD((DN)σ−1(`))(`) ∼= σ−1(σDDN) ∼= N

by Lemma 2.8, so it is easy to see that F : grmod R ↔ grmod Ro : F ′ give a
duality. By abusing notation, we denote by Ei the functor U◦Ei◦I : GrMod R →
GrMod Ro where I := −⊗R A : GrMod R ↪→ GrMod A is the embedding functor
and U := HomAo(A,−) : GrMod Ao ³ GrMod Ro is the forgetful functor. In
the same way, we denote by E′i the functor GrMod Ro → GrMod R induced by
E′i.
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Proposition 3.5. Let R be a finite dimensional algebra of finite global dimen-
sion. If A is an N-graded algebra satisfying the Gorenstein condition over R

with respect to (n, `, σ), then Ei ∼=
{

F i = n

0 otherwise
as functors GrMod R →

GrMod Ro.

Proof. Since every module in GrModR is a direct sum of shifts of modules in
Mod R, and both Ei and F commute with direct sum and shifts, it is enough

to show that Ei ∼=
{

F i = n

0 otherwise
as functors Mod R → GrMod Ro. Let Cp

be the full subcategory of Mod R consisting of modules of projective dimension
less than or equal to p. We prove the functor En is naturally isomorphic to the
functor F and Ei = 0 for i 6= n on Cp by induction on p.

We fix an isomorphism χR : En(R) := Extn
A(R, A)

∼=−→ σ(DR)(`) =: F (R) in
Mod Re. For any index set I, χR induces an isomorphism χR⊕I : En(R⊕I)

∼=−→
F (R⊕I) in Mod Re. The right R-module structure on R induces the left R-
module structure on En(R) and on F (R). Therefore any homomorphism φ :
R⊕I → R⊕J in Mod R induces the following commutative diagram

En(R⊕J)
En(φ) //

χR⊕J∼=
²²

En(R⊕I)

χR⊕I∼=
²²

F (R⊕J)
F (φ)

// F (R⊕I)

in GrMod Ro.
The case p = 0. Let P be a projective right R-module. It is easy to see

that Ei(P ) = 0 for i 6= n. Let R⊕J f−→ R⊕I g−→ P → 0 be an exact sequence in
Mod R. Since the kernel of the first morphism g : R⊕I → P is projective, we
obtain the following commutative diagram

0 // En(P )
En(g)//

χP

²²Â
Â
Â En(R⊕I)

En(f) //

χR⊕I∼=
²²

En(R⊕J)

χR⊕J∼=
²²

0 // F (P )
F (g)

// F (R⊕I)
F (f)

// F (R⊕J).

in GrModRo, hence we obtain an isomorphism χP : En(P )
∼=−→ F (P ) in GrModRo.

Let Q be another projective right R-module, and R⊕J ′ f ′−→ R⊕I′ g′−→ Q → 0
an exact sequence in Mod R. For any homomorphism ψ : P → Q in Mod R, we
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obtain the following commutative diagram

R⊕J
f //

²²

R⊕I
g //

²²

P //

ψ

²²

0

R⊕J′
f ′ // R⊕I′

g′ // Q // 0.

in Mod R. Applying the functors En(−) and F (−) to this diagram, we obtain
the following commutative diagram

0 // En(P ) //

Â
Â

²²Â
Â

En(R⊕I) //

²²

En(R⊕J)

²²

0 // En(Q)

En(ψ) 99ssss
//

²²Â
Â
Â
Â En(R⊕I′) //

²²

77oooo
En(R⊕J′)

77oooo

²²

0 // F (P ) // F (R⊕I) // F (R⊕J)

0 // F (Q)

F (ψ) 99ssss
// F (R⊕I′)

77oooo
// F (R⊕J′)

77oooo

in GrMod Ro. From this diagram, we see that the assignment χP is functorial
in P . Note that this also shows that χP dose not depend on the choice of a
presentation R⊕J f−→ R⊕I g−→ P → 0. Therefore χ gives a natural isomorphism
between En and F on C0.

Now assume that we have a natural isomorphism χ : En ⇒ F and Ei(−) = 0
for i 6= n on Cp−1. Let M be a right R-module of projective dimension p. Let

0 → M ′ f−→ P
g−→ M → 0 be an exact sequence in Mod R such that P is a

projective right R-module. Then f : M ′ → P is a morphism in Cp−1. Therefore
there is the following commutative diagram

0 // En(M)

χM

²²Â
Â
Â

En(g) // En(P )
En(f) //

χP

²²

En(M ′) //

χM′

²²

En+1(M) // 0

0 // F (M)
F (g) // F (P )

F (f) // F (M ′) // 0

in GrMod Ro where the top and bottom lows are exact. Therefore we obtain
an isomorphism χM : En(M)

∼=−→ F (M) and see that Ei(M) = 0 for i 6= n. By
the same method as in the case p = 0, we see that χM dose not depend on the
choice of the surjection g : P ³ M and that the assignment χM is functorial in
M .

Proposition 3.6. Let R be a finite dimensional algebra of finite global dimen-
sion, and A an N-graded algebra satisfying the Gorenstein condition over R with
respect to (n, `, σ). If gldimA < ∞, then the following hold:

(1) Ao satisfies the Gorenstein condition over R with respect to (n, `, σ−1),

so that E′i ∼=
{

F ′ i = n

0 otherwise
as functors GrMod Ro → GrMod R.
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(2) For every 0 6= M ∈ Mod R, pdAM = n. Dually, for every 0 6= N ∈
Mod Ro, pdAoN = n.

(3) gldim A = gldim Ao = n.

Proof. (1) Since gldim A < ∞, if M ∈ mod R, then pdAM = n by Propo-
sition 3.5 and Lemma 3.2. Let 0 → P−n⊗R A → · · · → P 0⊗R A → M →
0 be a minimal projective resolution of M in GrMod A. Applying (−)∨ =
HomA(−, A) to this resolution, we obtain a resolution 0 → (P 0⊗R A)∨ →
· · · → (P−n⊗R A)∨ → En(M) → 0 of En(M) in GrMod Ao by Proposition
3.5. Since P−i ∈ grmodR by Proposition 3.4, we have a natural isomor-
phism (P−i⊗R A)∨∨ ∼= P−i⊗R A for each i. Therefore, applying (−)∨ =
HomAo(−, A) to the above resolution of En(M), we see that E′iEn ∼= 0 for
i 6= n and E′n ◦ En ∼= id on mod R.

For N ∈ modRo, we have a natural isomorphism En(F ′(N)) ∼= F (F ′(N)) ∼=
N in GrMod Ro, so we have a natural isomorphism En◦F ′ ∼= idmod Ro . Since the
right quasi-inverse of En and the left quasi-inverse of En agree, E′n is naturally
isomorphic to F ′. Since this isomorphism is natural in N , the isomorphism
E′n(R) ∼= F ′(R) := (DR)σ−1(`) is an isomorphism in GrModRe. Since E′i(R) ∼=
E′iEnF ′(R) ∼= 0, Ao satisfies the Gorenstein condition over R with respect to
(n, `, σ−1), so we finish the proof of (1) by the dual of Proposition 3.5.

(2) follows from Lemma 3.2.
(3) follows from (2) and Proposition 2.7.

If R is a finite dimensional algebra, then gldim R = gldim Ro, hence the
following result.

Corollary 3.7. A locally finite N-graded algebra A is AS-regular over R of
dimension n and of Gorenstein parameter ` if and only if Ao is AS-regular over
Ro of dimension n and of Gorenstein parameter `.

Corollary 3.8. If A is an AS-regular algebra over R of dimension n, then the
functors En(−) = Extn

A(−, A) : tors A ↔ torsAo : E′n(−) = Extn
Ao(−, A) give a

duality.

Proof. Since every M ∈ torsA is a finite extension of modules in grmod R, we
see that Ei(M) = Exti

A(M, A) = 0 for i 6= n and En(M) := Extn
A(M,A) ∈

torsAo by Proposition 3.5. It follows that each term P−i⊗R A of a minimal
projective resolution P •⊗R A of M in GrMod A is finitely generated as graded
right A-modules by Lemma 3.4. Therefore, by the same argument in the proof
of Proposition 3.5, we see that E′i(En(M)) = 0 for i 6= n and E′n(En(M)) ∼= M
in tors A. Since Ao is also AS-regular of dimension n by Corollary 3.7, we see
that En(E′n(N)) ∼= N in tors Ao for N ∈ torsAo.

3.2 ASF-Gorenstein Algebras

We will give the second possible generalization of an AS-Gorenstein algebra,
which is also a generalization of a graded Frobenius algebra. In the definition
below, ASF stands for Artin-Schelter-Frobenius.
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Definition 3.9. A locally finite N-graded algebra A is called ASF-Gorenstein
(resp. ASF-regular) of dimension n and of Gorenstein parameter ` if id A = n
(resp. gldim A = n) and

RΓm(A) ∼= (DA)(`)[−n]

in D(GrMod A) and in D(GrMod Ao) where

Γm(M) := lim
m→∞

HomA(A/A≥m,M),

or equivalently,

Hi
m(A) := hi(RΓm(A)) ∼=

{
(DA)(`) if i = n,

0 otherwise

in GrMod A and in GrModAo. A graded A-A bimodule ωA := D Hn
m(A) is

called the canonical module of A. The generalized Nakayama automorphism
of A is a graded algebra automorphism ν ∈ AutkA such that ωA

∼= Aν(−`) in
GrMod Ae. An ASF-Gorenstein (ASF-regular) algebra is called symmetric if
ωA

∼= A(−`) in GrMod Ae, i.e., ν is the identity (up to inner automorphisms).

Note that, for any ASF-Gorenstein algebra A of Gorenstein parameter `,
ωA

∼= A(−`) in GrMod A and in GrMod Ao, so the generalized Nakayama auto-
morphism of A exists by Lemma 2.9.

Remark 3.10. Let A be a graded algebra connected over k. If A is a coherent
AS-Gorenstein algebra with the usual Gorenstein condition RHomA(k,A) ∼=
k(`)[−n], then RΓm(A) ∼= (DA)(`)[−n] in D(GrMod A) by [24, Proposition 4.4].
Conversely, suppose that A is an Ext-finite graded algebra connected over k such
that Γm has finite cohomological dimension. (Note that every noetherian AS-
Gorenstein algebra over k satisfies these conditions.) If RΓm(A) ∼= (DA)(`)[−n]
in D(GrMod A), then

RHomA(k,A) ∼= RHomA(k,D R Γm(A)(`)[−n])
∼= RHomA(k,D R Γm(A))(`)[−n]
∼= DRΓm(k)(`)[−n] ∼= k(`)[−n]

by local duality theorem [21, Theorem 5.1]. These facts justify the above defi-
nition.

Remark 3.11. If A is an N-graded algebra finite dimensional over k, then
RΓm(A) ∼= A in D(GrMod Ae). It follows that every graded Frobenius algebra
is ASF-Gorenstein of dimension 0, and in this case, the generalized Nakayama
automorphism is the usual Nakayama automorphism. Conversely, suppose that
A is an ASF-Gorenstein algebra of dimension 0. Since Γm(A) ⊂ A is bounded
below and A ∼= DΓm(A)(`) as graded k-vector spaces, A is bounded. Since A is
locally finite, A is finite dimensional over k, so RΓm(A) ∼= A in D(GrMod Ae),
hence A is a graded Frobenius algebra.
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We now compare these two notions of AS-regular algebras.

Theorem 3.12. If A is an AS-regular algebra over R of dimension n and of
Gorenstein parameter `, then A is an ASF-regular algebra of dimension n and
of Gorenstein parameter `.

Proof. Since A/A≥m is a finite extension of modules in GrModR,

Hi
m(A) = lim

m→∞
Exti

A(A/A≥m, A) =: lim
m→∞

Ei(A/A≥m)

∼=
{

limm→∞ F (A/A≥m) := limm→∞ σD(A/A≥m)(`) if i = n

0 otherwise

in GrMod Ro by Proposition 3.5. First, we will show that Hn
m(A) ∼= (DA)(`) in

GrMod(Ro⊗k A). Since we have an isomorphism

lim
m→∞ σD(A/A≥m) ∼= σ( lim

m→∞
D(A/A≥m)) ∼= σD(A)

in GrMod(Ro⊗k A), it is enough to show that

(3-3) En(A/A≥m) ∼= F (A/A≥m)

in GrMod(Ro⊗k A). The left multiplication b × − : A/A≥m → A/A≥m(q) of
a homogeneous element b ∈ Aq of degree q is a homomorphism of graded right
R-modules. This induces the graded right A-module structures on En(A/A≥m)
and on F (A/A≥m). Therefore we see that En(A/A≥m) ∼= F (A/A≥m) is an
isomorphism in GrMod(Ro⊗A). Hence Hn

m(A) ∼= (DA)(`) in GrMod(Ro⊗k A).
Second, we will show that Hn

m(A) ∼= (DA)(`) in GrMod Ao, or equivalently,
D Hn

m(A) ∼= A(−`) in GrMod A. We claim that D Hn
m(A)⊗A R ∼= R(−`) in

GrMod A. Since A/A≥m, DR ∈ torsA and En(σDR) ∼= σD (σD(R)) (`) ∼=
σσ−1R(`) ∼= R(`) in GrMod Ae, we have an isomorphism

DR ∼= σDR ∼= HomA(A/A≥m, σDR) ∼= HomAo(En(σDR),En(A/A≥m))
∼= HomAo(R(`),En(A/A≥m))

in GrModAo for m ≥ 1 by Corollary 3.8. Since R(`) is a finitely presented
graded left A-module by Proposition 3.4, the functor HomAo(R(`),−) commutes
with direct limits. Therefore we have an isomorphism

DR ∼= lim
m→∞

HomAo(R(`),En(A/A≥m))

∼= HomAo(R(`), lim
m→∞

En(A/A≥m))

∼= HomAo(R(`), Hn
m(A))

∗∼= HomA(D Hn
m(A), (DR)(−`))

∼= HomR((D Hn
m(A))⊗A R, (DR)(−`))

∼= HomRo(R, D
(
(D Hn

m(A))⊗A R
)
(−`))

∼= D
(
(D Hn

m(A))⊗A R
)
(−`)
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in GrModRo where, for the isomorphism
∗∼=, we use the fact that R(`) and

Hn
m(A) are locally finite. Therefore we have an isomorphism f̄ : R(−`)

∼=−→
D Hn

m(A)⊗A R in GrMod R. The isomorphism f̄ of graded right R-modules lift
to the projective cover

f : A(−`) ∼= R(−`)⊗R A ³ D Hn
m(A)

of D Hn
m(A) in GrMod A by the proof of Lemma 2.5. Since D Hn

m(A) is iso-
morphic to A(−`) in GrMod Ao and A is locally finite, we see that f is an
isomorphism in GrMod A. Hence D Hn

m(A) ∼= A(−`) in GrMod A.

Unfortunately, we do not not know if the converse of the above theorem
holds. However, we can define the notion of generalized Nakayama automor-
phism for an AS-regular algebra over R by the above theorem.

Corollary 3.13. Let A be an AS-regular algebra over R of dimension n and
of Gorenstein parameter `, and ν ∈ AutkA the generalized Nakayama automor-
phism of A. For M ∈ tors A, we have a natural isomorphism Extn

A(M, A) ∼=
ν(DM)(`) in GrMod Ao.

Proof. For each m ∈ N, we have an isomorphism En(A/A≥m) ∼= νD(A/A≥m)(`)
in GrMod Ae. Therefore, for a projective graded right R-module P , we have an
isomorphism

χ′P,m : En
(
(P ⊗R A)/(P ⊗R A)≥m

) ∼=−→ νD
(
(P ⊗R A)/(P ⊗R A)≥m

)
(`)

in GrMod Ao which is functorial in P . Let

0 → P−n⊗R A → P−(n−1)⊗R A → · · · → P 0⊗R A → M → 0

be the minimal projective resolution of M in GrMod A. Let m be an integer such
that M≥m = 0. We set X−i := (P−i⊗R A)/(P−i⊗R A)≥m for each i = 0, . . . , n.
Note that X−i ∈ torsA by Proposition 3.4. Then we obtain an exact sequence
0 → X−n → · · · → X0 → M → 0 in tors A, which induces the following
commutative diagram in tors Ao

0 // En(M) //

χM

²²Â
Â
Â

En
(
X0

)
//

χ′
P0,m

∼=
²²

. . . // En (X−n) //

χ′
P−n,m

∼=
²²

0

0 //
νD(M)(`) //

νD
(
X0

)
(`) // . . . //

νD (X−n) (`) // 0.

Since both functors En : tors A → torsAo and νD(−)(`) : tors A → torsAo give
dualities, the top and bottom rows are exact. Hence we obtain the isomorphism
χM : En(M)

∼=−→ νD(M). It is easy to see that χM does not depend on the
choice of m. By the same method in the proof of Proposition 3.5, we see that
the assignment χM is functorial in M .
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For a graded Ao-module N , we set Γmo(N) := limm→∞HomAo(A/A≥m, N).

Corollary 3.14. Let A be an AS-regular algebra over R of dimension n and
of Gorenstein parameter `. If ν ∈ AutkA is the generalized Nakayama au-
tomorphism, then ν−1 ∈ AutkAo is the generalized Nakayama automorphism
of Ao so that ωA

∼= Aν(−`) ∼= ν−1A(−`) ∼= ωAo in GrMod Ae. Moreover,
ωA[n] ∼= Aν(−`)[n] ∈ D(GrMod Ae) is the balanced dualizing complex of A,
i.e., we have isomorphisms RΓm(ωA[n]) ∼= DA and RΓmo(ωA[n]) ∼= DA in
D(GrMod Ae).

Proof. By Corollary 3.7, Ao is AS-regular, so Ao has the generalized Nakayama
automorphism νo ∈ AutkAo = AutkA. For N ∈ torsAo, we have a natural
isomorphism Extn

Ao(N, A) ∼= (DN)νo(`) in GrMod A by the above corollary.
Note that since this isomorphism is natural in N , if N is a graded Ao-Ao-
bimodule then this is an isomorphism of graded A-A-bimodules. By Corollary
3.8 for m ≥ 1, we have an isomorphism

D(A/A≥m) ∼= E′nEn(D(A/A≥m)) ∼= D (νD(D(A/A≥m))(`))νo (`)
∼= D(ννo(A/A≥m))

in GrMod Ae. Taking colimit by m in the above isomorphism and then taking
the k-dual, we obtain an isomorphism A ∼= ννoA in GrMod Ae. Therefore ννo is
the identity idA up to inner automorphisms. Hence we can adjust νo by inner
automorphisms in such a way that νo = ν−1.

Since DRΓm(A) ∼= ωA[n] ∼= Aν(−`)[n] in D(GrMod Ae),

DRΓm(ωA[n]) ∼= DRΓm(Aν(−`)[n]) ∼= D(RΓm(A)ν(−`)[n])
∼= νDRΓm(A)(`)[−n] ∼= ν(Aν(−`)[n])(`)[−n]
∼= (Aν)ν−1 ∼= A

in D(GrMod Ae) by a graded version of Lemma 2.8 (2), hence the second claim.

3.3 Generalized AS-regular Algebras due to Martinez-Villa.

In [12], Martinez-Villa gave another generalization of AS-regular algebra for
N-graded algebras.

Definition 3.15. A locally finite N-graded algebra A is called generalized AS-
regular of dimension n if the following conditions are satisfied: (1) gldimA = n,
(2) for any simple graded right A-module S, we have Ei(S) := Exti

A(S,A) = 0
for i 6= n, and (3) the functors En(−) := Extn

A(−, A) : GrMod A ↔ GrMod Ao :
E′n(−) := Extn

Ao(−, A) induce a bijection between the set of all simple graded
right A-modules and the set of all simple graded left A-modules.

Remark 3.16. In [12], Martinez-Villa called the algebra defined as above gen-
eralized Auslander regular. His definition has one more condition (4) every
simple graded right A-module has projective resolution by finitely generated
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projectives. By Proposition 3.4, this condition follows from the other three
conditions.

By Corollary 3.8, we immediately see the following theorem.

Theorem 3.17. Every AS-regular algebra over R is generalized AS-regular.

In general, the converse of the above proposition dose not hold as the fol-
lowing examples show. The point is that, for a generalized AS-regular algebra,
the Gorenstein parameter may not be uniquely determined.

Example 3.18. (1) If A and A′ are AS-regular algebras over A0 and A′0 of
the same dimension and of Gorenstein parameters ` and `′, then the direct sum
A⊕A′ is a generalized AS-regular algebra, but not an AS-regular algebra over
A0 ⊕A′0 unless ` = `′.

(2) Let A = kQ be the path algebra of the following graded quiver

a
x

''
b

y

hh deg a = deg b = 0, deg x = `, and deg y = `′.

If aS, bS (resp. Sa, Sb) are the simple right R-modules (resp. left R-modules)
corresponding to the vertices a, b, then we have HomA(aS, A) = HomA(bS, A) =
0, Ext1A(aS, A) ∼= Sb(`) and Ext1A(bS, A) ∼= Sa(`′). It follows that A is a gen-
eralized AS-regular algebra, but A not an AS-regular algebra over A0 unless
` = `′. Note that if either ` > 1 or `′ > 1, then A is not generated in degree 1
over A0, and if either ` = 0 or `′ = 0, then A0 is not semi-simple.

Martinez-Villa defined a generalized AS-regular algebra only when A is a
quiver algebra kQ/I for a finite quiver Q such that every arrow has degree 1.
In this case, R is basic and semi-simple, and A is generated in degree 1 over R,
so we see that these two notions of AS-regular algebras agree.

Theorem 3.19. Let R be a basic semi-simple finite dimensional algebra, and
A an N-graded algebra connected over R. Assume that A is generated in degree
1 over R and not a direct sum of two non-trivial graded algebras. Then A is
AS-regular over R if and only if A is generalized AS-regular.

We need the following lemma.

Lemma 3.20. Let R and A be as above. Then, for simple right R-modules
S, S′, we have Ext1A(S, S′)i = 0 for i 6= −1. Dually, for simple left R-modules
T, T ′, we have Ext1Ao(T, T ′)i = 0 for i 6= −1.

Proof. Recall that an i-th homogeneous element ξ ∈ Ext1A(S, S′)i corresponds
to an (isomorphism class of) extension [ξ] : 0 → S′(i) → M → S → 0 in
GrMod A and that ξ = 0 if and only if the corresponding extension [ξ] splits.
Therefore Ext1A(S, S′)i = 0 if and only if the graded vector space S ⊕ S′(i)
has no non-trivial graded right A-module structure having S′(i) as a graded
submodule and S as a graded factor module. Since A is N-graded, we see that
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Ext1A(S, S′)i = 0 for i > 0. Since A is generated in degree 1 over A0 = R, we
see that Ext1A(S, S′)i = 0 for i < −1. Since S ⊕ S′ is concentrated in degree 0,
giving a graded right A-module structure on S ⊕ S′ with desired properties is
equivalent to giving a right R-module structure on S⊕S′ with similar properties.
Therefore Ext1A(S, S′)0 = Ext1R(S, S′). Since R is semi-simple, we see that
Ext1A(S, S′)0 = Ext1R(S, S′) = 0. This proves the first statement. The second
statement is proved in the same way.

Proof of Theorem 3.19. Only if part is already proved. We assume that A is
generalized AS-regular of dimension n. Since every M ∈ torsA is a finite ex-
tension of simple graded right A-modules, we see that En(M) ∈ torsAo and
Ei(M) = 0 for i 6= n. Then by the similar argument in the proof of Propo-
sition 3.6 (1), we see that E′nEn(M) ∼= M . In a similar way, we see that
EnE′n(N) ∼= N for N ∈ tors Ao. Hence En : tors A ↔ torsAo : E′n give a
duality.

Let S1, . . . , Sp (resp. T1, . . . , Tp ) be the set of complete representatives of
isomorphism classes of simple right R-modules (resp. left R-modules), which
is the set of complete representatives of simple graded right A-modules (resp.
left A-modules) concentrated in degree 0. By definition, there is a permutation
σ ∈ Sp such that En(Si) ∼= Tσ(i)(`i) for some `i ∈ Z. We claim that `i =
`j for all i, j. Indeed, since A is not a direct sum of two non-trivial graded
algebras, for any Si, Sj , there is a finite sequence of simple right R-modules Si =
Si1 , Si2 , . . . , Siq = Sj such that Ext1A(Sl, Sl+1) 6= 0 or Ext1A(Sl+1, Sl) 6= 0 for
l = 1, 2, . . . , q−1 by the graded version of [3, III.1.14]. Therefore it is enough to
show that `i = `j whenever Ext1A(Si, Sj) 6= 0. Since tors A is a full subcategory
of GrMod A closed under extensions, Ext1A(M, N) ∼= Ext1tors A(M, N) for all
M, N ∈ tors A. Since En : tors A ↔ tors Ao : E′n give a duality, we have

0 6= Ext1A(Si, Sj) ∼= Ext1Ao(En(Sj),En(Si)) ∼= Ext1Ao(Tσ(j), Tσ(i))(`i − `j).

By Lemma 3.20, we conclude that `i = `j .
We set ` = `i. Then, for M ∈ mod R, we see that En(M) is concen-

trated in degree −`. Hence G(−) := D(En(−)(−`)) gives an autoequivalence
of mod R. Since R is basic, by Morita theory, there exists an algebra automor-
phism σ ∈ Autk R such that G(R) ∼= Rσ in Mod Re, so Extn

A(R, A) = En(R) ∼=
DG(R)(`) ∼= D(Rσ)(`) ∼= σ(DR)(`) in Mod Re by Lemma 2.8.

4 The Structure of AS-Gorenstein Algebras

In this section, we study the structure of AS-regular algebras. We also see that
there are some analogies to the structure of graded Frobenius algebras, that is,
ASF-Gorenstein algebras of dimension 0.

4.1 The Structure of AS-regular Algebras

First we will show that the preprojective algebra of a quasi-Fano algebra R is
an AS-regular algebra over R of Gorenstein parameter 1.
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Lemma 4.1. If R is a ring, L is a quasi-ample two-sided tilting complex of
R, and A = TR(L) is the tensor algebra, then RHomA(R, A) ∼= L−1(1)[−1] in
D(GrMod Re).

Proof. Since A≥1 = L⊗R A(−1) in GrMod(Ro⊗k A), we have an exact se-
quence

0 → L⊗R A(−1) ι−→ A → R → 0

in GrMod(Ro⊗k A) where ι is the inclusion. Applying RHomA(−, A) to this
exact sequence, we obtain an exact triangle

RHomA(R, A) → RHomA(A,A)
RHomA(ι,A)−−−−−−−−→ RHomA(L⊗R A(−1), A)

[1]−→
in D(GrMod(Ao⊗k R)), hence in D(GrMod Re). Therefore it is enough to prove
that the cone of RHomA(ι, A) is isomorphic to L−1(1) in D(GrMod Re).

Since L is quasi-ample, L⊗R A ∼= L⊗L
R A in D(GrMod(Ro⊗k A)). There-

fore, by adjunction, we have an isomorphism

(4-4)
RHomA(L⊗

R
A(−1), A) ∼= RHomA(L⊗L

R
A(−1), A) ∼= RHomR(L(−1), A)

∼=
M
i≥−1

RHomR(L, L⊗
L
Ri+1)(−i) ∼= L−1(1)⊕

M
i≥0

HomR(L, L⊗Ri+1)(−i)

in D(GrMod Re). Since RHomA(L⊗R A(−1), A)−1
∼= L−1 in D(Mod Re), it is

enough to show that

RHom(ι, A)≥0 : RHomA(A, A)≥0 → RHomA(L⊗R A(−1), A)≥0

is an isomorphism in D(GrMod Re). Since we have canonical isomorphisms

RHomA(A,A) ∼= HomA(A,A),
RHomA(L⊗R A(−1), A)≥0

∼= HomA(L⊗R A(−1), A)≥0

in D(GrMod Re), it is enough to show that

HomA(ι, A)i : HomA(A,A)i → HomA(L⊗R A(−1), A)i

is an isomorphism in Mod Re for each i ≥ 0.
We have an isomorphism

HomA(A,A) ∼= HomR(R, A) =
⊕

i≥0

HomR(R,L⊗Ri)(−i) ∼=
⊕

i≥0

L⊗i(−i)

in GrMod Re. Under this isomorphism, a homogeneous element a ∈ L⊗Ri in the
RHS corresponds to the left multiplication a×− : A → A(i). Since L is a quasi-
ample two-sided tilting complex, we have an isomorphism HomR(L,L⊗Ri+1) ∼=
HomR(R, L⊗Ri) ∼= L⊗Ri for each i ≥ 0. Under this isomorphism, an element
a ∈ L⊗Ri in the RHS corresponds to the left multiplication a⊗− : L → L⊗Ri+1.
Therefore, by (4-4), we have an isomorphism

HomA(L⊗R A(−1), A)≥0
∼=

⊕

i≥0

HomR(L,L⊗Ri+1)(−i) ∼=
⊕

i≥0

L⊗i(−i)
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in GrMod Re. Under this isomorphism, a homogeneous element a ∈ L⊗Ri in the
RHS corresponds to the left multiplication a×− : A≥1 = L⊗R A(−1) → A(i).
Since ι : L⊗R A(−1) = A≥1 ↪→ A is the inclusion, Hom(ι, A) sends the left
multiplication a × − : A → A(i) to the left multiplication a × − : A≥1 =
L⊗R A(−1) → A(i). Therefore HomA(ι, A)i is an isomorphism for each i ≥ 0.
This finishes the proof.

Theorem 4.2. If R is a quasi-Fano algebra of dimension n, then the prepro-
jective algebra A = ΠR is an AS-regular algebra over R of dimension n + 1 and
of Gorenstein parameter 1.

Proof. By Lemma 4.1,

RHomA(R,A) ∼= ωR(1)[−1] ∼= DR(1)[−n− 1]

in D(GrMod Re). By [15, Theorem A.1], gldim A < ∞, so gldim A = n + 1 by
Proposition 3.6, hence the result.

Next we will show that every AS-regular algebra is a preprojective alge-
bra of a quasi-Fano algebra up to graded Morita equivalence. Here, we say
that two graded rings are graded Morita equivalent if their categories of graded
right modules are equivalent. Note that not every graded Morita equivalence
commutes with the shift functor. (This is different from the notion of graded
Morita equivalent used in [25].) We will also show that every AS-regular algebra
of Gorenstein parameter 1 is isomorphic to a preprojective algebra twisted by
an automorphism. In particular, we will show that symmetric AS-regular alge-
bras of Gorenstein parameter 1 are exactly preprojective algebras of quasi-Fano
algebras.

The quotient category TailsA := GrMod A/ TorsA is called the noncommu-
tative projective scheme associated to A in [2]. Let π : GrMod A → Tails A
be the quotient functor. We often denote by M := πM ∈ TailsA for M ∈
GrMod A. Note that the autoequivalence M 7→ M(m) preserves (direct lim-
its of) modules finite dimensional over k, so it induces an autoequivalence
M 7→ M(m) for Tails A, also called a shift functor. The set of morphisms
in TailsA is denoted by HomA(M,N ) := HomTails A(M,N ), and we write

Exti
A(M,N ) :=

⊕

m∈Z
Exti

A(M,N (m))

as before.
Let A be an AS-regular algebra over R of dimension n ≥ 1 and of Gorenstein

parameter `. Note that, by Proposition 3.4, n ≥ 1 implies ` ≥ 1. Proposition 3.4
for M = A/A≥m allows us to use results given in [5, Section 4]. Recall that an
objectM of D(TailsA) is called compact if HomD(Tails A)(M,−) commutes with
direct sums. By [5], A(i) are compact in D(TailsA) for i ∈ Z, and {A(i) | i ∈ Z}
generates D(TailsA), i.e., an object M of D(TailsA) is zero if and only if
HomD(Tails A)(A(i),M[p]) = 0 for all i ∈ Z and all p ∈ Z.
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Proposition 4.3. If A is an AS-regular algebra over R of dimension n ≥ 1
and of Gorenstein parameter `, then the set {A(i) | 0 ≤ i ≤ ` − 1} compactly
generates D(TailsA).

Proof. It is enough to show that, for each i ∈ Z, A(i) belongs to the full
subcategory Z := 〈A,A(1), . . . ,A(` − 1)〉, i.e., A(i) can be obtained from
{A, . . . ,A(` − 1)} by taking cones, shifts of complexes, and direct summands
finitely many times. Let

0 → P−n⊗R A → · · · → P−1⊗R A → A(`) → R(`) → 0

be a minimal projective resolution of R(`) in GrMod A. Note that P−i is a
finitely generated projective graded right R-module for each i by Proposition
3.4. Since the kernel of the canonical projection A(`) → R(`) is A≥1(`) and
Extn

A(R(`), A) ∼= σ(DR) is concentrated in degree 0, we see that, for each i, P−i

is concentrated in degrees between 0 and −(`−1) by Proposition 3.4. Therefore
π(P−i⊗R A) belongs to Z. Since the quotient functor π is exact, we have an
exact sequence

0 → π(P−n⊗R A) → · · · → π(P−1⊗R A) → A(`) → 0.

in TailsA, so A(`) belongs to Z. By induction, we see that A(j) belongs to Z
for j ≥ `.

Let
0 → A⊗R Q−n → · · · → A⊗R Q−1 → A(1) → R(1) → 0

be a minimal projective resolution of R(1) in GrMod Ao. Applying (−)∨ to this
exact sequence, we obtain an exact sequence

0 → A(−1) → (Q−1)∗⊗R A → · · · → (Q−n)∗⊗R A → Extn
Ao(R, A)(−1) → 0

in GrMod A. By Proposition 3.6 (1), π Extn
Ao(R,A) = 0, so we see that A(−1)

belongs to Z by the same argument. By induction, we see that A(j) belongs to
Z for j < 0. This finishes the proof.

Proposition 4.4. If A is an AS-regular algebra over R of dimension n ≥ 1 and
of Gorenstein parameter `, then there are following isomorphisms of k-vector
spaces: In the case n = 1,

Extq
A (A(i),A(j)) ∼=





Aj−i q = 0 and j ≥ i

D(Ai−j−`) q = 0 and j < i

0 otherwise.

In the case n ≥ 2,

Extq
A (A(i),A(j)) ∼=





Aj−i q = 0
D(Ai−j−`) q = n− 1
0 otherwise.
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In particular, for any n ≥ 1, we have

Extq
Tails A(A(i),A(j + m`)) = 0

for q 6= 0, 0 ≤ i, j ≤ `− 1 and m ≥ 0.

Proof. This is nothing but [2, Theorem 8.1] without noetherian hypothesis.
Even without noetherian hypothesis, the same proof works using the exact se-
quence and the isomorphisms obtained in [5] for M ∈ GrMod A:

0 →H0
m(M) → M → HomA(A,M) → H1

m(M) → 0

Exti−1
A (A,M) ∼= Hi

m(M) for i ≥ 2.
(4-5)

Remark 4.5. The isomorphisms in the above proposition are natural in the
following sense: We have the following commutative diagram

Hom(A(j),A(k))×Hom(A(i),A(j)) //

∼=
²²

Hom(A(i),A(k))

∼=
²²

Ak−j ×Aj−i // Ak−i

where the vertical arrows are isomorphisms in Proposition 4.4, the top horizontal
arrow is the composition and the bottom horizontal arrow is the multiplication.

Quasi-Veronese algebras and Beilinson algebras introduced in [16] and [6]
will play an important role for the rest of this paper.

Definition 4.6. Let A = ⊕i∈ZAi be a Z-graded algebra and r ∈ N+.

1. The r-th Veronese algebra of A is a Z-graded algebra defined by

A(r) :=
⊕

i∈Z
Ari.

2. The r-th quasi-Veronese algebra of A is a Z-graded algebra defined by

A[r] :=
⊕

i∈Z




Ari Ari+1 · · · Ari+r−1

Ari−1 Ari · · · Ari+r−2

...
...

. . .
...

Ari−r+1 Ari−r+2 · · · Ari




with the multiplication defined as follows: for (aij) ∈ (A[r])p, (bij) ∈
(A[r])q where aij ∈ Arp+j−i, bij ∈ Arq+j−i,

(aij)(bij) =

(
r−1∑

k=0

akjbik

)
∈ (A[r])p+q.
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Definition 4.7. If A is an AS-Gorenstein algebra over R of Gorenstein parameter
` 6= 0, then we define the Beilinson algebra associated to A by

∇A := (A[r])0 =




A0 A1 · · · Ar−1

0 A0 · · · Ar−2

...
...

. . .
...

0 0 · · · A0




where r = |`| ∈ N+.

Remark 4.8. A graded algebra automorphism τ ∈ AutkA induces a graded
algebra automorphism τ (r) ∈ AutkA(r) by τ (r)(a) = τ(a) for a ∈ (A(r))p = Arp,
and a graded algebra automorphism τ [r] ∈ AutkA[r] by τ [r]((aij)) = (τ(aij)) for
(aij) ∈ (A[r])p.
Remark 4.9. It is hardly ever the case that GrMod A(r) ∼= GrMod A for r ≥ 2,
however, the functor Q : GrMod A → GrMod A[r] defined by

Q(M) := ⊕i∈Z(Mri ⊕ · · · ⊕Mri−r+1) = ⊕i∈Z




Mri

Mri−1

...
Mri−r+1




gives an equivalence of categories for any r ∈ N+ by [16]. It is easy to see that
the functor Q induces an equivalence Q : grmod A → grmod A[r]. Note that
Q(⊕r−1

i=0 A(i)) ∼= A[r] in GrMod A[r].
The B-construction defined below is one of the basic tools in noncommutative

algebraic geometry.

Definition 4.10. For a k-linear category C, an object O ∈ C and a k-linear
autoequivalence s ∈ Autk C, we define a graded algebra over k by

B(C,O, s) :=
⊕

i∈Z
HomC(O, siO)

where the multiplication is given by the following rule: for a ∈ B(C,O, s)i =
HomC(O, siO) and b ∈ B(C,O, s)j = HomC(O, sjO), we define ab := sj(a) ◦ b ∈
B(C,O, s)i+j = HomC(O, si+jO).

Remark 4.5 says that B(TailsA,A, (1)) ∼= A as graded algebras. Moreover,
we have the following Lemma (cf. [16]).

Lemma 4.11. If A is an AS-regular algebra of Gorenstein parameter ` ≥ 1,
and E := A⊕A(1)⊕ · · · ⊕ A(`− 1) ∈ TailsA, then B(D(TailsA), E , (`)) ∼= A[`]

as graded algebras, and EndA(E) ∼= ∇A as algebras.

The following theorem says that every AS-regular algebra over R is graded
Morita equivalent to the preprojective algebra of a quasi-Fano algebra, which
is in particular a tensor algebra. Recall that every AS-regular algebra A over
R is ASF-regular by Theorem 3.12, so we can define the generalized Nakayama
automorphism of A and the notion of symmetric AS-regular algebra A over R.
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Theorem 4.12. If A is an AS-regular algebra over R of dimension n ≥ 1 and
of Gorenstein parameter `, then the following hold.

(1) The Beilinson algebra ∇A associated to A is a quasi-Fano algebra of
dimension n− 1.

(2) ν[`]
(A[`]) ∼= Π(∇A) as graded algebras.

(3) GrMod A ∼= GrMod Π(∇A).
(4) D(TailsA) ∼= D(Mod∇A) as triangulated categories.

Proof. We set E := A ⊕ A(1) ⊕ · · · ⊕ A(` − 1) ∈ TailsA. By Lemma 4.11,
B(D(TailsA), E , (`)) ∼= A[`] as graded algebras, and S := EndA (E) ∼= ∇A as
algebras.

Since E compactly generates D (TailsA) and we have Extq
A(E , E) = 0 for

q ≥ 1 by Proposition 4.4, the functor

(4-6) F (−) := RHomA(E ,−) : D (TailsA) → D (Mod S)

gives an equivalence of triangulated categories by Keller’s theorem [8, Theorem
4.3], proving (4).

We denote by Dcpt(TailsA) the full subcategory of D(TailsA) consisting of
compact objects. Since gldim S < ∞ by [14, Proposition 7.5.1], the full subcat-
egory Dcpt (Mod S) of D(Mod R) consisting of compact objects is Db (mod S).
Therefore Dcpt (TailsA) is equivalent to Db (mod S) under the equivalence (4-6).

The generalized Nakayama automorphism ν ∈ AutkA induces the autoe-
quivalence (−)ν : Tails A → Tails A. Since ωA[n] ∼= Aν(−`)[n] is the balanced
dualizing complex of A by Corollary 3.14 and gldimA < ∞, we see that the
functor SA(−) = (−)ν(−`)[n − 1] is the Serre functor of Dcpt(TailsA) by the
same argument of [17, Appendix]. We denote by SS the Serre functor −⊗L

S DS
of Db (mod S). By the uniqueness of the Serre functor, we have the following
commutative diagram

Dcpt (TailsA) F−−−−→∼= Db (mod S)

SA
y∼= SS

y∼=
Dcpt (TailsA) F−−−−→∼= Db (mod S) .

We set ωA := SA[−(n − 1)]. Since the Serre functor commutes with shifts of
complexes, we have the following commutative diagram

Dcpt (TailsA) F−−−−→∼= Db (mod S)

ω−1
A

y∼= −⊗L
Sω−1

S

y∼=
Dcpt (TailsA) F−−−−→∼= Db (mod S)

where ωS := DS[−(n − 1)]. The map ν : A → A gives an isomorphism ν :
Aν−1 → A in GrMod A, so ν induces an isomorphism ν : A(i)ν−1 → A(i) in
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Tails A for each i ∈ Z. Since F (E) ∼= S,

hq((ω−1
S )⊗

L
Sm) = Extq

S(S, S ⊗L
S (ω−1

S )⊗
L
Sm)

∼= Extq
A(E , ω−m

A E)

∼=
⊕

0≤i,j≤`−1

Extq
A(A(i),A(j + m`)ν−m)

∼=
⊕

0≤i,j≤`−1

Extq
A(A(i),A(j + m`)) = 0

for m ≥ 0 and q 6= 0 by Proposition 4.4. It follows that ω−1
S is a quasi-ample

two-sided tilting complex of S, so S is a quasi-Fano algebra of dimension n− 1
by Remark 1.3, which proves (1).

The generalized Nakayama automorphism ν ∈ AutkA of A induces an alge-
bra automorphism σ = ν[`]|S ∈ Autk S. We claim that the diagram

Dcpt (TailsA) F−−−−→∼= Db (mod S)

(−)ν

y∼= (−)σ

y∼=
Dcpt (TailsA) F−−−−→∼= Db (mod S)

commutes. By abuse of notation, we denote by ν the isomorphism Eν−1 → E
in TailsA induced by ν : A(i)ν−1 → A(i). It is easy to check that, under the
isomorphism HomA(A(i),A(j)) ∼= Aj−i of Proposition 4.4, the map ν|Aj−i :
Aj−i → Aj−i corresponds to the map

HomA(A(i),A(j))
(−)ν−1−−−−−→ HomA(A(i)ν−1 ,A(j)ν−1) ν◦−◦ν−1

−−−−−−→ HomA(A(i),A(j))

Therefore, for φ ∈ S, we have σ(φ) = ν ◦ (φ)ν−1 ◦ ν−1. Now it is easy to check
that, for any M∈ TailsA, the map

HomA(E ,Mν)
(−)ν−1−−−−−→ HomA(Eν−1 ,M) −◦ν−1

−−−−→ HomA(E ,M)

gives an isomorphism HomA(E ,Mν) ∼= HomA(E ,M)σ of S-modules. Since this
isomorphism is natural in M, this proves the claim.

Set θS := − ⊗L
S ω−1

S ◦ (−)σ. Since ω−1
A ◦ (−)ν = (`), we have the following

commutative diagram

Dcpt (TailsA) F−−−−→∼= Db (mod S)

(`)

y∼= θS

y∼=
Dcpt (TailsA) F−−−−→∼= Db (mod S) .

Therefore we have an isomorphism

A[`] ∼= B(D(TailsA), E , (`)) ∼= B(Dcpt(TailsA), E , (`)) ∼= B(Db(mod S), S, θS)
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of graded algebras by [16, Remark 2.5 (4)]. Since Sσ ⊗L
S ω−1

S
∼= σ−1(ω−1

S ) ∼=
(σωS)−1 in D(Mod Se), θS is naturally isomorphic to −⊗L

S (σωS)−1. Therefore
we have an isomorphism

(4-7) B(Db(mod S), S, θS) =
⊕

m≥0

HomS(S, θm
S S) ∼=

⊕

m≥0

h0
(
((σωS)−1)⊗

L
Sm

)

of graded algebras where the RHS is equipped with a natural graded algebra
structure induced from tensor products. Since ((σωS)−1)⊗

L
Sm ∼= σ−m((ωS)−1)⊗

L
Sm

for m ≥ 0, (σωS)−1 is quasi-ample by (1). Therefore h0
(
((σωS)−1)⊗

L
Sm

) ∼=
((σωS)−1)⊗Sm for m ≥ 0. Hence the RHS of (4-7) is isomorphic to the ten-
sor algebra TS((σωS)−1). Combining the above isomorphisms, we have A[`] ∼=
TS((σωS)−1) as graded algebras.

Since σ = ν[`]|S ∈ Autk S,

ΠS = TS(ω−1
S ) ∼= TS(σ(σ−1(ω−1

S ))) ∼= ν[`]
TS((σωS)−1) ∼= ν[`]

(A[`])

as graded algebras by Lemma 2.11, which proves (2).
Now (3) follows from the sequence of equivalences of graded module cate-

gories

GrMod Π(∇A) ∼= GrMod ν[`]
(A[`]) ∼= GrMod A[`] ∼= GrMod A.

In the above proof, we see that there exists σ ∈ Autk S such that A[`] ∼=
TS((σωS)−1), so every AS-regular algebra is a tensor algebra up to taking quasi-
Veronese.

Corollary 4.13. Symmetric AS-regular algebras over R of dimension n ≥ 1 of
Gorenstein parameter 1 are exactly preprojective algebras of quasi-Fano algebras
of dimension n− 1.

If A is an AS-regular algebra, then torsA ⊂ grmod A by the proof of Corol-
lary 3.8, so the quotient category tails A := grmod A/ tors A makes sense.

Theorem 4.14. Let A be an AS-regular algebra over R. Then A is graded
right coherent if and only if ∇A is extremely Fano, and, in this case, we have
an equivalence of triangulated categories

Db(tails A) ∼= Db(mod∇A).

Proof. The equivalence Q : GrMod A → GrMod A[`] induces an equivalence
Q : grmod A → grmod A[`], so A is graded right coherent if and only if A[`] is
graded right coherent. Therefore the theorem follows from [15, Theorem 2.7]

By brevity, we call the noncommutative projective scheme associated to an
AS-regular algebra of dimension n + 1 a quantum projective space of dimension
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n. Then the above results show that classifying quantum projective spaces of
dimension n up to derived equivalence is the same as classifying quasi-Fano
algebras of dimension n up to derived equivalence.

We now focus on AS-regular algebras of dimension 1. It is well-known that
if A is an AS-regular algebra over k of dimension 1 and of Gorenstein parameter
`, then A ∼= k[X] with deg X = ` ≥ 1 as graded algebras, so that A(`) ∼= k[X]
with deg X = 1 as graded algebras. The following theorem says that a similar
result holds for AS-regular algebras over R of dimension 1 up to twists.

Theorem 4.15. If A is an AS-regular algebra over R of dimension 1 and
of Gorenstein parameter ` with the generalized Nakayama automorphism ν ∈
AutkA, then

(1) R is semi-simple, that is, R is quasi-Fano of dimension 0, and
(2) ν(`)

(A(`)) ∼= ΠR ∼= R[X] with deg X = 1 as graded algebras.

Proof. (1) Considering the exact sequence 0 → A≥1 → A → R → 0 in GrModA,
we see that A≥1 is a graded projective right A-module. By Lemma 2.6 and
Proposition 3.4, there is a projective right R-module P such that P ⊗R A(−`) ∼=
A≥1 in GrModA. Applying (−)∨ to the above exact sequence, we obtain the
exact sequence 0 → A → A⊗R P ∗(`) → (DR)(`) → 0 in GrMod Ao. By looking
at the degree −` part of this exact sequence, we have an isomorphism P ∗ ∼= DR
in Mod Ro. Therefore we see that every finitely generated injective left R-
module is projective. Dually we see that every finitely generated injective right
R-module is projective. Hence R is self-injective. Since R is assumed to be of
finite global dimension, we conclude that gldimR = 0. Hence R is semi-simple.

(2) From the exact sequence 0 → P ⊗R A(−`) → A → R → 0 in GrModA,
we see that Ai = 0 for 1 ≤ i ≤ ` − 1 and that Ai

∼= P ⊗R Ai−` for i ≥ `.
Thus we conclude that Ai = 0 unless i ∈ `N. Hence A = A(`) as (ungraded)
algebras. The exact sequence 0 → P ⊗R A(−`) → A → R → 0 in GrMod A

gives the exact sequence 0 → P ⊗R A(`)(−1) → A(`) → R → 0 in GrModA(`).
It is now easy to see that A(`) is an AS-regular algebra of dimension 1 and of
Gorenstein parameter 1 with the generalized Nakayama automorphism ν(`) ∈
AutkA(`). Since ∇(A(`)) ∼= R, it follows that ν(`)

(A(`)) ∼= ΠR as graded algebras
by Theorem 4.12. Since R is semi-simple, ωR

∼= DR ∼= R in Mod Re, so ΠR =
TR(R) ∼= R[X] with deg X = 1 as graded algebras.

We now consider AS-regular algebras of dimension 2. As an application of
Theorem 4.12, we prove the following theorem. If A is connected over k, then
this theorem was already proved by D. Piontkovski [18]. (See also [13, Theorem
7.2].)

Theorem 4.16. Every AS-regular algebra A over R of dimension 2 is graded
right coherent.

Proof. The equivalence Q : GrMod A → GrMod A[`] tells us that A is graded
right coherent if and only if A[`] is graded right coherent. By [25], A[`] is graded
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right coherent if and only if ν[`]
(A[`]) is graded right coherent. The Beilinson

algebra S = ∇A associated to A is a hereditary finite dimensional algebra. By
[15], the tensor algebra ν[`]

(A[`]) ∼= ΠS = TS(ω−1
S ) of a quasi-ample two-sided

tilting complex over a hereditary finite dimensional algebra S is graded right
coherent. Thus we conclude that A is graded right coherent.

To prove this theorem, Piontkovski used an explicit description of an AS-
regular algebra over k of dimension 2 due to J.J. Zhang [26], namely, every AS-
regular algebra over k of dimension 2 is given by k〈x1, . . . , xp〉/ (

∑p
i=1 σ(xi)xp−i)

for some σ ∈ Autkk〈x1, . . . , xp〉. Using representation theory of quivers, we can
also reprove this theorem by Theorem 4.12. Note that the relation

∑p
i=1 σ(xi)xp−i

turns out the (twisted) mesh relation which is an important notion in represen-
tation theory of quivers. We leave the details to the reader.

Finally, we will prove that classifying AS-regular algebras over k up to
graded Morita equivalence is the same as classifying Beilinson algebras up to
isomorphism. Recall that a Z-algebra A is an algebra (not necessarily with
unity) endowed with the k-vector space decomposition A = ⊕i,j∈ZAij such that
AijAkl ⊂ δliAkj . Two Z-algebras A and B are isomorphic as Z-algebras if there
is an algebra isomorphism φ : A → B such that φ(Aij) = Bij for all i, j ∈ Z.
For any Z-graded algebra A, we define the Z-algebra A = ⊕i,j∈ZAj−i. We refer
to [19] for more details on Z-algebras. As another application, we have the
following result (cf. [22]).

Theorem 4.17. Let A,A′ be AS-regular algebras over k, and S = ∇A,S′ =
∇A′ their Beilinson algebras. If A1 6= 0, then the following are equivalent:

(1) GrMod A ∼= GrMod A′.
(2) S ∼= S′ as algebras.
(3) ΠS ∼= ΠS′ as graded algebras.
(4) GrMod ΠS ∼= GrModΠS′.

Proof. (1) =⇒ (2) Since A1 6= 0, if GrMod A ∼= GrMod A′, then there exists
an equivalence functor F : D(TailsA) → D(TailsA′) such that F (A(i)) ∼= A′(i)
for all i ∈ Z by [25]. Since the length of a full strong exceptional sequence is
preserved by derived equivalence, A and A′ have the same Gorenstein parameter
`. By [19], A ∼= A′ as Z-algebras, so S = ⊕0≤i,j≤`−1Aij

∼= ⊕0≤i,j≤`−1A′ij = S′

as sub-algebras. Clearly, (2) =⇒ (3) =⇒ (4). Since GrMod A ∼= GrModΠS and
GrMod A′ ∼= GrMod ΠS′ by Theorem 4.12, (4) =⇒ (1).

4.2 The Structure of Graded Frobenius Algebras

In this subsection, we study the structure of graded Frobenius algebras. Recall
that graded Frobenius algebras are exactly ASF-Gorenstein algebras of dimen-
sion 0. First we will show that the trivial extension of a finite dimensional
algebra R is a symmetric AS-Gorenstein algebra over R of dimension 0 and of
Gorenstein parameter −1.
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Theorem 4.18. If A is a graded Frobenius algebra connected over R of Goren-
stein parameter −`, then A is an AS-Gorenstein algebra over R of dimension 0
and of Gorenstein parameter −`.

Proof. Since DA ∼= A(`) in GrMod A and in GrMod Ao,

RHomA(R, A) ∼= RHomA(R, DA(−`))
∼= RHomA(R,RHomk(A, k))(−`)
∼= RHomk(R⊗L

A A, k)(−`)
∼= RHomk(R, k)(−`)
∼= DR(−`)

in D(GrMod Ro) and in D(GrMod R).

Corollary 4.19. If R is a finite dimensional algebra, then the trivial extension
A := ∆R is an AS-Gorenstein algebra over R of dimension 0 and of Gorenstein
parameter −1.

One of the characterizations of an AS-regular algebra over k was given in
[11], namely, a graded algebra A connected over k is AS-regular if and only if
the Yoneda Ext-algebra A! := ⊕i∈N Exti

A(k, k) is graded Frobenius. This fact
motivates the following result.

Proposition 4.20. If R is a quasi-Fano algebra of dimension n and A = ΠR is
the preprojective algebra of R, then the Yoneda Ext-algebra A! := ⊕i∈N Exti

A(R,R)
is a graded Frobenius algebra of Gorenstein parameter −n − 1. Moreover,
(A!)(n+1) ∼= ∆R as graded algebras.

Proof. Since ω−1
R is a quasi-ample two-sided tilting complex of R, and A =

ΠR = TR(ω−1
R ) is the tensor algebra, the exact sequence

0 → ω−1
R ⊗R A(−1) → A → R → 0

in GrMod(Ro⊗k A) induces an exact triangle

RHomA(R, R) −−−−→ RHomA(A,R)
φ−−−−→ RHomA(ω−1

R ⊗R A(−1), R)

in D(GrMod(Ao⊗k R)). Since RHomA(A,R) ∼= R is concentrated in degree 1
and RHomA(ω−1

R ⊗R A(−1), R) ∼= RHomR(ω−1
R , R)(1) ∼= ωR(1) = (DR)(1)[−n]

is concentrated in degree −1, we have φ = 0. It follows that

Exti
A(R, R) ∼=





R if i = 0
(DR)(1) if i = n + 1
0 otherwise

in Mod Re, so (A!)(n+1) ∼= ∆R as graded algebras. It is now easy to see that A!

is a graded Frobenius algebra of Gorenstein parameter −n− 1.
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Next, we will see that a graded Frobenius algebra is the trivial extension
of a finite dimensional algebra up to graded Morita equivalence. This fact was
first shown by [6].

Lemma 4.21. Let A be an N-graded algebra connected over R. For a graded
A-A bimodule M , (DM)0 ∼= D(M0) as R-R bimodules.

Proof. Note that

(DM)0 = Homk(M,k)0 = Homk(M0, k) = D(M0)

as k-vector spaces. For m ∈ M0 ⊂ M , a, b ∈ R ⊂ A, and f ∈ Homk(M,k)0 =
Homk(M0, k), the bimodule structure on Homk(M, k)0 is given by (afb)(m) =
f(bma), and the bimodule structure on Homk(M0, k) is given by (afb)(m) =
f(bma).

The equivalence GrModA ∼= GrMod∆(∇A) in the theorem below was
proved in [6] in the same manner. We include our proof to show that the
results below are analogous to those in Theorem 4.12.

Theorem 4.22. If A is a graded Frobenius algebra connected over R of Goren-
stein parameter −` with the Nakayama automorphism ν ∈ AutkA, then the
following hold.

(1) (A[`])ν[`] ∼= ∆(∇A) as graded algebras.
(2) GrMod A ∼= GrMod∆(∇A).
(3) Moreover, if gldim∇A < ∞, then GrModA ∼= D(Mod∇A) as triangu-

lated categories.

Proof. Let S = ∇A be the Beilinson algebra associated to A, and σ = ν[`]|S ∈
Autk S the restriction. Since DA ∼= Aν(`) as graded A-A bimodules,

(A[`])ν[`](1) ∼= Q(⊕`−1
i=0A(i))ν[`](1) ∼= Q(⊕`−1

i=0Aν(` + i)) ∼= ⊕`−1
i=0Q((DA)(i))

as graded A[`]-A[`] bimodules by [16, Lemma 5.2], so

DS = D((A[`])0)

=D




A0 A1 · · · A`−1

0 A0 · · · A`−2

...
...

...
0 0 · · · A0



∼=




D(A0) 0 · · · 0
D(A1) D(A0) · · · 0

...
...

...
D(A`−1) D(A`−2) · · · D(A0)




=




(DA)0 (DA(1))0 · · · (DA(`− 1))0
(DA)−1 (DA(1))−1 · · · (DA(`− 1))−1

...
...

...
(DA)1−` (DA(1))1−` · · · (DA(`− 1))1−`




=⊕`−1
i=0 Q((DA)(i))0 ∼= (A[`])ν[`](1)0 = ((A[`])1)σ = ((A[`])ν[`]

)1
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as S-S bimodules by Lemma 2.10. It follows that

(A[`])ν[`]
= ((A[`])ν[`]

)0 ⊕ ((A[`])ν[`]
)1 ∼= S ⊕DS = ∆S

as graded algebras, so

GrMod∆S ∼= GrMod(A[`])ν[`] ∼= GrMod A[`] ∼= GrMod A.

Moreover, if gldimS < ∞, then

GrModA ∼= GrMod∆S ∼= D(Mod S)

as triangulated categories by [7, Chapter II] (See also [9, Theorem 8.6]).

Corollary 4.23. Symmetric graded Frobenius algebras of Gorenstein parameter
−1 are exactly trivial extensions of finite dimensional algebras.

Proof. If A is a symmetric graded Frobenius algebra connected over R of Goren-
stein parameter −1, then A ∼= ∆R by Theorem 4.22. Conversely if A = ∆R is
a trivial extension of a finite dimensional algebra R, then D RΓm(A) ∼= DA ∼=
D(R⊕DR) ∼= DR⊕R ∼= A(1) in GrMod Ae, so A is symmetric graded Frobenius
algebra of Gorenstein parameter −1.

As an application, we have the following result, which is analogous to The-
orem 4.17.

Theorem 4.24. Let A,A′ be graded Frobenius algebras connected over k, and
S = ∇A, S′ = ∇A′ their Beilinson algebras. If A1 6= 0, then the following are
equivalent:

(1) GrMod A ∼= GrMod A′.
(2) S ∼= S′ as algebras.
(3) ∆S ∼= ∆S′ as graded algebras.
(4) GrMod ∆S ∼= GrMod∆S′.

Proof. It is enough to show that (1) =⇒ (2). Suppose that GrMod A ∼= GrMod A′.
Since A, A′ are finite dimensional and A ∼= A′ as graded vector spaces, they have
the same Gorenstein parameter `. The rest of the proof is similar to that of
Theorem 4.17.
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